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ABSTRACT

This work examined thermoplastic processing (TMP) of commercially pure Grade 2 titanium using finite element
simulations with the Anand viscoplastic constitutive model and a broad experimental validation matrix (400-800 °C;
0.01-10 s, including an intermediate 5 s™! case). The goal was to assess whether this model, originally developed
for solder alloys, can capture the deformation behaviour of titanium at elevated temperatures, relevant to biomedi-
cal applications. Uniaxial compression tests were performed at 400-800 °C and strain rates of 0.01-10 s, and the
resulting stress—strain curves were compared with the FEM simulations in Ansys Workbench. Parameter calibration
was based on experimental data, with focus on 500-600 °C and 0.1-1 s - conditions previously shown to promote
grain refinement and mechanical strengthening. The Anand model reproduced stress evolution well in the initial
deformation phase, particularly at lower strain rates. Stress distributions in the FEM simulations captured the ex-
pected axial stress gradients (centre < side < edge), while stresses were typically 30—40 MPa higher than measured.
The model also reproduced the elastic—plastic transition, with smoother behaviour observed at higher temperatures.
However, the model does not account for dynamic recrystallisation (DRX) or related softening mechanisms, which
leads to overestimation of stresses in the later stages of deformation. Experimental samples also displayed aniso-
tropic deformation, likely due to initial material texture, which was not represented in the model. Despite these
limitations, the Anand formulation demonstrates potential for predicting TMP of pure titanium, reducing reliance
on trial-and-error testing and supporting process optimisation for biomedical applications.
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INTRODUCTION

increases flow stress, narrowing the gap to Ti-
6AI-4V while preserving the benign chemistry of

Titanium, due to its biocompatibility, is
widely used in biomedical engineering, for ex-
ample as a material for implants [1, 2]. For the
prostheses subjected to high loads (e.g., hip joint
endoprostheses), pure titanium is unsuitable be-
cause of its relatively low strength (~345 MPa).
Instead, Ti6Al4V alloy (~950 MPa) is commonly
used [3]. However, long-term exposure to vana-
dium and aluminium ions is toxic to the human
body [4-6]. Using commercially pure Grade 2
titanium eliminates these elements but leaves an
insufficient strength margin. Thermomechanical
processing (TMP) refines the grain structure and
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pure Ti [7-9].

According to Hall-Petch relation grain refine-
ment lead to material strength [7, 8]. Due to tita-
nium HCP crystal structure, cold-forming of this
material is difficult and therefore the thermome-
chanical processing (TMP) is proposed [9]. At in-
termediate temperatures (400-600 °C); however,
the combined effects of strain hardening and dy-
namic recovery produce highly nonlinear stress—
strain behaviour. This complexity complicates
process optimisation, with current approaches re-
lying heavily on trial-and-error experimentation,
consuming significant time and resources.
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The aim of this study was to develop and vali-
date a numerical model reproducing the thermo-
plastic processing of commercially pure Grade 2
titanium under elevated temperature and varying
strain rates. Phenomenological constitutive mod-
els are particularly useful for such purposes. In
earlier work, several models were considered, in-
cluding Arrhenius, Johnson-Cook, Khan-Huang-
Liang and Anand models [10]. Arrhenius-type
(Zener—Hollomon) equations correlate peak/
steady stresses with the parameter, but remain
purely phenomenological and are typically cali-
brated to quasi-steady flow; they require many
temperature-specific fits, provide no internal state
to track deformation resistance, and extrapolate
poorly across strain-rate/temperature histories
[11]. The Johnson—Cook (JC) model expresses
flow stress as separable multiplicative functions
of strain, strain rate, and temperature; while ro-
bust for moderate temperatures and impact/ballis-
tic rates, JC does not account for time-dependent
recovery and offers weak coupling between rate-
and temperature-sensitive softening, which leads
to overprediction under warm forming (400-600
°C) at low-to-intermediate rates and poor tran-
sient response without ad-hoc corrections [11].
The Khan—-Huang-Liang family improves rate—
temperature coupling (and can represent twin-
ning), but involves numerous constants and is
not natively supported in many commercial FEM
environments [11, 12]. In contrast, the Anand for-
mulation introduces a single internal state vari-
able s (deformation resistance) with a thermally
activated evolution law that naturally captures
strain-rate sensitivity and dynamic recovery un-
der non-proportional loading; it is also directly
available in Ansys, facilitating process-level
simulations [13—15]. Its main limitation—no ex-
plicit dynamic-recrystallisation softening term—
is acknowledged here; nevertheless, within the
targeted 500-600 °C and 0.1-1 s window for
grain refinement, Anand reproduces the initial
and near-saturation flow with acceptable accu-
racy and numerical robustness, which motivated
its selection in this study [10, 11, 15].

The objective was to assess whether the
Anand model—originally developed for other
materials—can effectively describe the visco-
plastic deformation of titanium. A central aspect
of the study is the comparison of finite element
simulations with experimental data, identifying
the conditions under which the model provides

accurate predictions and where its limitations be-
come apparent.

This study is a follow up of the previous in-
vestigation of commercially pure titanium TMP
at intermediate temperatures to achieve the yield
strengths required for orthopaedic implants [16],
exploring key differences between real process
and FEM simulation. Finally, a quantitative meth-
odology that connects calibrated model param-
eters with underlying microstructural evolution
mechanisms was proposed. This approach not
only improves the accuracy of flow stress predic-
tions under both tested and extrapolated process-
ing conditions but also provides deeper insight
into the physical processes governing high-tem-
perature plasticity in titanium.

In biomedical forming processes of titanium,
typical flow stresses at intermediate temperatures
are in the range of 150400 MPa [9, 17, 18].
Therefore, a deviation of 30—40 MPa represents
an error of roughly 10%, which is generally con-
sidered acceptable for phenomenological consti-
tutive models used in process design [19, 20].
Such discrepancies are unlikely to affect the fea-
sibility of the forming process, but they do limit
the precision of predictive modelling for micro-
structural evolution.

METHODS

Thermomechanical processing (TMP)

This study focused on compressive thermo-
mechanical processing relevant to upsetting/forg-
ing steps used prior to final shaping of biomedical
components. In the 400-600 °C, 0.01-10 s! win-
dow, tension on Grade 2 Ti is prone to early neck-
ing, compromising constitutive calibration with
geometry-dependent artefacts. Torsion requires
dedicated hardware and yields non-uniform shear/
temperature fields, hindering comparison with
the Gleeble compression setup. Uniaxial com-
pression permits large stable strains, aligns with
the targeted route, and provides the most reliable
flow-stress data for FEM; hence it is the primary,
representative mode for model identification.

According to EBSD analysis, mean grain size
of the sample was 6.06 um (with median equal
5.22 pm). The hardness of the undeformed sample
equals 200.4 on the HV 0.2 scale [21]. Detailed
microstructural evidence of grain refinement in
the targeted TMP window (SEM/EBSD maps,
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grain-size distributions, and hardness) has been re-
ported previously for the same Grade 2 Ti stock and
processing conditions; key results are summarised
here and the full dataset is provided in [21].

The TMP applied to this material involved
uniaxial compression of titanium samples with
dimensions of 10 x 12 mm at elevated tempera-
tures (ranging from 400 °C to 800 °C) and strain
rates between 0.01 s and 10 s'. The samples
were machined from hot-rolled bars, with the
longitudinal axis aligned parallel to the rolling
direction to maintain microstructural consistency.
The full experimental plan is presented in Table 1.
Each test case was performed at least three times
in order to maintain statistical significance. To re-
duce friction-induced non-uniform deformation
(barreling), tantalum and graphite foils together
with a graphite-based lubricant were placed be-
tween the specimen ends and tool surfaces. Tem-
perature was monitored and controlled using two
type-K thermocouples on the specimen side. The
specimens were resistively heated via anvils (with
maximum heating rate 10,000 °C/s) and tests
were conducted in vacuum to minimise the effect
of oxide scale. The compression was performed
using a Gleeble 3800 TMP simulator — the setup
of the experiment is shown in Figure 1.

Table 1. Complete plan of the compression experiment

The samples deformed in an unexpected man-
ner. It was anticipated that the compressed speci-
mens would be axially symmetric with a barrel-like
shape. In this case, however, the samples showed a
tendency to deform more strongly in one direction,
suggesting a certain degree of material anisotropy,
most likely related to non-uniform rolling during
the production of the rod (Figure 2).

The best results in terms of grain refinement
were obtained for the samples deformed at 500—
600 °C and strain rates of 0.1-1 s!; therefore,
these conditions were selected for further consid-
erations regarding the numerical model [21].

Stress-Strain curves

The results were recorded in the form of
stress—strain curves, with stress and strain values
calculated using Equations 1 and 2.

Lo + AL
e=Iln———— (D)
Lo
F
g =
nd
7 Lo 2
L, + AL

Sample designation Temperature Strain rate [s] No. of performed tests
p1 0.01 4
p2 0.1 3

400 °C (673 K)
p3 1 3
p4 10 4
p17 0.01 2
p18 0.1 2
500 °C (773 K)
p19 1 2
p20 10 3
p13 0.01 2
p14 0.1 2
600 °C (873 K)
p15 1 4
p16 10 4
p5 0.01 4
p6 0.1 3
700 °C (973 K)
p7 1 3
p8 10 3
P9 0.01 3
p10 0.1 3
800 °C (1073 K)
p11 1 3
p12 10 3
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Figure 1. Gleeble 3800 compression setup

where: L is the initial length of the sample (12
mm), AL is the length change after com-
pression, d; is original diameter of the
sample (10 mm).

The stress—strain curves recorded during TMP
show that stresses decrease with increasing temper-
ature and rise with increasing strain rate. At higher
temperatures, the curves exhibit a shape charac-
teristic of viscoplastic materials: after the elastic

stage, a plastic stage follows with a progressively
flattening curve (Figure 2) [22-24]. In some cases
(e.g., at strain rates of 1 s and 10 s™), a drop in
stress after reaching the peak can also be observed.
This indicates the occurrence of the so-called three-
stage work hardening process [11, 24, 25]. In Stage
I, work hardening dominates and stress increases
sharply. In Stage II, the effects of dynamic recovery
(DRV) and dynamic recrystallisation (DRX) ap-
pear, slowing down the stress increase. In Stage 111,
stress decreases as recovery and recrystallisation
mechanisms prevail [11, 26].

Slight serration of the stress-strain curves was
also observed (especially for the higher strain
rates) The curve shape indicates the Portevin—Le
Chatelier effect, commonly observed in metals
though driven by different mechanisms [27, 28].
For a-titanium, Prasad explained this behaviour
as mobile dislocations being pinned by interstitial
elements such as C and N, then breaking free and
rapidly moving to the next obstacle (Figure 3),
producing the characteristic serrations [29].

Standard deviation was calculated, but due
its low value and massive number of measure-
ment points (over 9000 in the case of & = 0.01
s-1) visibility of error bars on stress-strain graphs
was limited; therefore, this information is supple-
mented in Table 2 below, providing mean + SD at
a few anchor strains (¢ = 0.20—0.80).

Figure 2. Titanium samples before (left — height 12 mm, diameter 10 mm) and after (right) an experiment.
Dimensions are in mm
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Figure 3. Stress-strain graph for 500 °C and 600 °C

Anand model

The viscoplastic behaviour of the material at
elevated temperatures provided the motivation to
apply a mathematical model that is rather uncom-
mon for TMP. The Anand model [13, 14] was se-
lected, which is most frequently used to describe
solder alloys [30-32]. The Anand model reflects
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the influence of strain rate and temperature sensi-
tivity, while also accounting for strain hardening
and dynamic recovery.

In simplified form, the Anand model can be
expressed as follows:

N . n
e

o =7 2 SXP R

sinh™! {[%exp% } (3)
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Table 2. Standard deviation of measured flow stress (MPa) at selected strains for Grade 2 Ti: 500 and 600 °C,

strain rates 0.01-10 s™

Standard deviation of measured stress [MPa]
Strain [] 500 °C 600 °C

0.01 s 0.1s 187 10 s 0.01s" 0.1s 1s 10 s

0.2 0.4012 0.3395 2.6549 8.2414 0.4310 0.8605 11.7358 10.2538

0.4 0.0572 2.6132 1.1692 6.0190 0.2584 1.0499 6.3507 6.6941

0.6 0.1936 4.0707 0.1264 4.7215 0.5438 1.2000 2.6681 4.8335

0.8 0.1648 3.3455 4.4856 3.9499 0.4542 0.0524 4.4856 3.9499
The full form of the equation is as follows: constants ch,, cs,, a (Eq. 2.32) were calculat-
i} ea 1/(1-a) ed using nonlinear least squares from constant
g=c" (0" —cso)™ + (4)  strain rate data. With ¢ known, &, and s, were

[+ (@ + D{(chg)(6) g,

The constant /4 represents the hardening/soft-
ening coefficient, s is the initial value of s, and a
is the strain rate sensitivity for hardening/soften-
ing processes.

A c parameter is a function of strain rate and
temperature, defined as

c= %sinh‘1 { %exp (%)]m}

To correctly apply the Anand model in nu-
merical analysis, the following constants must
be determined: A,Q,¢&,m $,n, hy,a,s,. In order
to do so, first saturation stress (s) value had to
be extracted from the stress-strain curves. Then,
constants 4, Q, &, m §,n were determined using
Equation 3 and the least squares method. The ¢
fraction was treated here as a single parameter.
Those two were derived from the previous step,
with ¢ adjusted to keep ¢ (Equation 5) around

)

unity. Then, § was determined from $/¢. Finally,

then obtained. Model parameters at the target
temperatures (500 and 600 °C) are listed in Ta-
ble 3; nonlinear-fit statistics are reported in Table
4. Across all, conditions the fits are strong (R? =
0.97-0.995) with low absolute errors (RMSE =
4-13 MPa, =1-6% of flow stress), with the larg-
est deviations at 500 °C—10 s where dynamic
softening becomes most pronounced and is not
explicitly represented by the Anand model.

Numerical analysis

The aim of the numerical analyses was to
verify the correct implementation of the Anand
model by comparing the simulation results with
experimental data. Additionally, for validation
purposes, a simulation was performed at a strain
rate of 5 s™!, with the expectation that the result-
ing stresses would fall between those obtained for
1 s' and 10 s™'. Faithful reproduction of the ac-
tual compression test conditions was critical.

Table 3. Calibrated Anand model parameters for Grade 2 Ti at 500 °C and 600 °C

Temp. | Q[J/mol] | S,[MPa] A 13 m n s n a S/& c
500 °C 301000 8.55 1.25E+05 | 25.00 0.747 10000 26.13 0.064 3.482 1.045 0.862
600 °C 300000 4.56 1.49E+05| 29.00 | 0.973 7609 44.69 0.060 1.610 1.541 0.837
Table 4. Anand model statistical fit metrics for Grade 2 Ti at 500 °C and 600 °C
Temp. 500 °C 600 °C
£ [1/s] 0.01 0.1 1 0.01 0.1 1 10
SSE 2347 1002 2700 8833 1582 3211 1819 1157
R-square 0.985 0.9944 0.988 0.9783 0.9884 0.9698 0.9815 0.9924
R | 09848 0.9941 0.9872 0.977 0.988 09681 | 09808 | 0.9919
RMSE 4.97 4.476 7.579 13.29 3.941 7.641 6.157 4.545
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The TMP simulations were carried out in An-
sys Workbench 2020R. For each temperature, a
separate project was prepared with cases organ-
ised according to strain rate. The Anand model
was implemented using the previously determined
material parameters. The same temperatures and
strain rates as in the experiment were applied in
the simulations. The geometric model included
the sample (210 mm, height 12 mm) and two an-
vils (25 x 25 x 5 mm — Figure 4), which acted
as compressive elements and were modelled as

a)

rigid bodies. The sample material was defined us-
ing the Anand model. The geometric model was
created in SolidWorks 2021 and imported into
Ansys Workbench 2020, where a “static structur-
al” analysis with large deformations was applied.
The Anand constants were entered in “Engineer-
ing Data,” along with the temperature-dependent
Young’s modulus—110 GPa at room tempera-
ture [15]—with missing data estimated from ex-
perimental plots [33] (Table 5 and Figure 5). The
mesh was constructed from hexahedral elements

b)

30000 (mrm)
1

Figure 4. Geometrical model used in analysis. Full view (a) and cross-section view (b)

Table S. Young’s modulus of Grade 2 titanium as a function of temperature

Temperature [C] Young’s modulus [MPa] Poisson’s ratio Bulk modulus [Pa] Shear modulus [Pa]
20 1.1e+05 0.37 1.41e+11 4.01e+10
400 8450 0.37 1.08e+10 3.08e+09
500 5580 0.37 7.15e+09 2.04e+09
600 4500 0.37 5.77e+09 1.64e+09
120000
== Young modulus
100000
< 80000
z
w
=
3 60000
o
£
°0
5
o 40000
20000
4500 4300
0 °
0 100 200 300 400 500 600 700 800 900
Temperature [°C]

Figure 5. Young’s modulus of Grade 2 titanium as a function of temperature
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with a size of 1 mm, resulting in 3.874 elements
and 18,357 nodes (Figure 6). Tests showed that
further mesh refinement did not improve results
but only increased computation time. The com-
pression simulation was performed by displacing
the upper anvil 7 mm toward the lower one—
matching the actual displacement—over a time

10.000 (rm)

2,500 7.500

Figure 6. Sample meshed with finite elements

dependent on the strain rate. Each simulation was
divided into 10 steps, and the sample was assigned
a uniform temperature corresponding to the given
case. In total, 25 cases were solved: 5 strain rates
(0.01-10 s, including 5 s™') for 5 temperatures
(400-800 °C). The computation time for a single
run ranged from 5 to 15 minutes. An iterative
PCG (Preconditioned Conjugate Gradient) solver
was used, which is effective for nonlinear large-
deformation analysis.

RESULTS

In terms of grain refinement, the best results
were obtained for the samples compressed at tem-
peratures of 500—600 °C and strain rates of 0.1-1
s' [21]. Therefore, the following presentation
focuses on these conditions. Curves drawn with
a solid line represent experimental results, while
those with markers correspond to finite element
simulation results (Figures 7 and 10).

The Anand model reproduced the stress re-
sponse most accurately at strain rates of 0.01 s™
and 0.1 s, and in the initial phase for 1 s™ and
10 s7'. For the theoretical strain rate of 5 s™!, the
sample behaviour was reproduced correctly by
the model (Figure 5). However, the curve lies
slightly closer to the 1 s strain rate than to 10 s™,
indicating the need for further refinement of the

500
450
400
X — X
350 XX f X 0.01s-1
XX ¥ra s d —0.151
— 300 kXX LaA
& XX X Tad —1s1
=
= 250 10s-1
o
= = 0.01s-1FEM
» 200
® 0.1s-1FEM
150 A 1s-1FEM
10s-1 FEM
100
X 5s-1FEM

50

0.0 0.1 0.2 0.3 0.4 0.5
Strain [-]

0.7 0.8 0.9 1.0

Figure 7. Comparison of FEM simulation results and experimental curves at 500 °C
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Anand model parameters. A significant difference
is observed — the model deviates from the experi-
mental results in the third stage of TMP. Figure
8 shows the normal axial stress distribution at a
temperature of 500 °C and a strain rate of 0.1 s™.
The centre recorded a value of 260 MPa, the side
190 MPa, and the edge 340 MPa. At the final stage
of the analysis, these values were approximately
3040 MPa higher than in the experiment. Stress

concentrations are as expected and overall model
behaviour is similar to the real life sample.

For the analysis at a strain rate of 1 s (Figure
9), the final stresses deviate even more clearly from
the experimental results. At higher strain rates, the
experimental curves show a drop in stress, which
the Anand model does not reproduce. The recorded
stresses were 320 MPa at the centre, 240 MPa at
the side, and 420 MPa at the edge. The next series

10.000 {mm)

2,500 7.500

Figure 8. Axial normal stress distribution calculated using FEM for the case of 500 °C and 0.1 s™'. Values visible
on cyan probes are in MPa

9,000 (mm)

Figure 9. Axial normal stress distribution calculated using FEM for the case of 500 °C and 1 s™'. The values
visible on cyan probes are in MPa
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of analyses concerns a temperature of 600 °C. As
before, good agreement between the model and
experimental data is observed in the initial phase
of plastic deformation. As deformation progresses,
discrepancies gradually increase. In this case, the
model predicts the onset of plastic flow at a slightly
higher true strain than in the experiment. Similarly,
the 5 s7* test aligns more closely with the 1 s result

500
450
400
350
300

250

Stress [MPa]

200

than with 10 s (Figure 10). The stress distribution
is very similar to that observed for the 500 °C case.
At a strain rate of 0.1 s7', the stresses are approxi-
mately 190 MPa at the centre, 150 MPa at the side,
and 240 MPa at the edge (Figure 11). At a strain
rate of 1 s7! (Figure 12), the stresses are 235 MPa
at the centre, 173 MPa at the side, and 290 MPa at
the most heavily loaded edge locations.

——0.015-1
——0.15-1

1s-1
10s-1
= 0.01s-1FEM

© 0.1s-1FEM

4 1s-1FEM

150

10s-1 FEM

100

50

0.0 0.1 0.2 0.3 0.4 0.5
Strain [-]

X 5s-1FEM

0.6 0.7 0.8 0.9 1.0

Figure 10. Comparison of FEM simulation results and experimental curves at 600 °C

9.000(mm)

2.250 6.750

Figure 11. Axial normal stress distribution calculated using FEM for the case of 600 °C and 0.1 s™'. Values
visible on cyan probes are in MPa
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-312.84 Min

-215.29 3

9.000(mm)

2.250 6.750

Figure 12. Axial normal stress distribution calculated using FEM for the case of 600 °C and 1 s'. Values visible
on cyan probes are in MPa

DISCUSSION AND CONCLUSIONS

Although the Anand model is unconventional
for this type of process, it provided good agree-
ment between simulation results and experiments
in the initial phase of deformation (particular-
ly for 500-600 °C and 0.1-1 s™'). An important
observation made during the study was its abil-
ity to reproduce the stress evolution in the elas-
tic compression phase. However, this behaviour
is strongly temperature-dependent—the higher
the temperature, the smoother the transition from
elastic to plastic deformation.

The several constitutive models were consid-
ered but there is several reasons why Anand was
chosen. The separable Johnson—Cook law re-
produces quasi-steady plastic flow but typically
misses the elastic—plastic transition and transient
softening in warm/hot deformation of CP-Ti un-
less ad-hoc modifications are introduced [34, 35].
The Anand model, with an internal state variable
for deformation resistance and thermally activat-
ed evolution, better captures early-stage response
and non-steady rate/temperature histories, while
remaining practical for FEM [36]. In the analysed
500-600 °C, 0.1-1 s window, Anand provided
lower errors and more stable calibration than base-
line JC [10]. Strain- and temperature-compensated
Arrhenius fits capture peak and steady flow, but are
purely phenomenological: many temperature and
strain-dependent coefficients, no internal state, and
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weak performance for transients (rate and temper-
ature changes, elastic—plastic transition). Anand
uses an internal resistance variable with thermally
activated evolution, so it better handles early-stage
response and non-steady paths while maintaining
comparable steady-state accuracy in the tested
window [10, 11, 20]. KHL improves rate-temper-
ature coupling over JC and can represent mecha-
nisms like twinning, but it involves more param-
eters and is less readily available in commercial
FEM workflows. Anand achieves similar or better
fidelity for warm forming with a simpler state var-
iable framework and native FEM support [11, 37].

Comparison of stress—strain curves (Figures
5 and 8) shows that, according to the Anand mod-
el, the material enters plastic deformation slight-
ly earlier than in reality. Moreover, the model
cannot accurately reproduce the stress drop in the
final stage of compression — thermal softening.
This is primarily because the model was origi-
nally developed for high-temperature viscoplas-
tic deformation of metals where strain hardening
and dynamic recovery dominate, but dynamic
recrystallisation or flow softening mechanisms
are not explicitly included. This limitation aris-
es from the nature of the model itself, which
mathematically cannot account for the stress de-
crease [38, 39]. This stress drop is most likely
caused by dynamic recrystallisation leading to
secondary grain growth [9, 11, 40]. Augment-
ing Anand with a DRX internal variable—using
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IMAK-type kinetics for the recrystallised frac-
tion and coupling it to the deformation resistance
or grain-size-dependent saturation stress—could
reproduce the stress drop while preserving the
model’s good transient behaviour; the trade-off
is a modest increase in parameters and the need
for microstructural validation [41, 42]. Post-
processing and output settings may also influ-
ence results. When stress is recorded at every
increment, minor oscillations—often inherent to
numerical solutions—can appear visually prom-
inent. Such fluctuations usually reflect the dis-
crete nature of numerical integration rather than
actual material behaviour. Applying smoothing
techniques or averaging over larger strain in-
tervals can help separate numerical noise from
meaningful response [43].

The largest observed discrepancy concerns the
final shape of the samples. During the experiment
(Figure 1), instead of deforming into the expected
barrel shape [44, 45], the samples exhibited clear
asymmetric deformation, suggesting the occur-
rence of shear stresses that were not considered
in the model. Another possible reason for this
behaviour could be a material defect in the rod,
which may have been more strengthened in one
direction during production. For this reason, prior
to experimentation, it is essential to characterise
the properties of the material in its initial state,
preferably in both longitudinal and transverse di-
rections. If significant anisotropy is identified that
could affect the experimental results, the material
should be subjected to annealing heat treatment to
homogenise its microstructure [46, 47].

The obtained findings—accurate near-sat-
uration flow with baseline Anand and missing
post-peak softening at higher rates—align with
recent Ti-alloy studies showing that unified or
DRX-augmented models outperform separable
laws for warm or hot deformation and complex 7,
& histories. Zhou et al. [48] coupled flow stress
to a DRX kinetics variable for TB8 Ti, which al-
lowed them to reproduce the post-peak softening
and microstructure evolution that the analysed
baseline Anand (no DRX term) cannot. In con-
trast, the model adopted in this study achieves
low errors in the elastic—plastic transition and
near-saturation flow for Grade 2 Ti in 500-600 °C,
0.1-1s7", but overestimates late-stage stresses at
higher rates—precisely the gap Zhou’s DRX cou-
pling is designed to close (at the cost of extra pa-
rameters and microstructural calibration). Zhang
et al. [49] developed a a unified constitutive

model for Ti-55511 in the two-phase region that
explicitly couples flow stress to microstructur-
al mechanisms (e.g., DRX, a-spheroidisation),
enabling accurate post-peak softening and mi-
crostructure predictions across hot-deformation
paths. By contrast, this study on Grade 2 Ti used
baseline Anand to calibrate a process-oriented
window (500-600 °C, 0.1-1 s!') and matchee the
elastic—plastic transition and near-saturation flow,
accepting that late-stage softening at higher rates
is not captured without DRX coupling. A similar
research to that presented in this paper was car-
ried out by Yi et al. [50]. They modelled TC21
using different model (strain compensated Arrhe-
nius law and RBF neural network). The adopted
Anand-based approach allowed achieving low er-
rors in the elastic—plastic transition and near-sat-
uration flow while acknowledging the need for
DRX coupling to capture post-peak softening.
Despite limitations, the model shows fairly
good agreement with reality—the differences in
predicted stresses are not significant, and the shape
of the curve almost perfectly matches the exper-
imental curve in the first (most critical) phase of
TMP. The calibrated Anand-based FEM allows
narrowing the TMP window (500-600 °C; 0.1—
1 s71) before physical trials, so experimental work
is focused on a few confirmatory runs rather than
broad exploration. Overall, the workflow shifts cost
from material and machine time to inexpensive
computation. This directly supports implant manu-
facturing by sizing billets and first-pass reductions
for preform upsetting/forging (e.g., hip stems, den-
tal screws, trauma plates) and by providing the
information on press tonnage, die stiffness, and
cycle time. As post-peak softening at higher rates
is not captured, targeted validations or an optional
DRX-coupled extension are recommended when
such passes are required. Incorporating measured
anisotropy in future work will further improve pro-
cess-specific predictions. It can be concluded that
the Anand model enables prediction of stress evo-
lution in the cases not experimentally tested and
may be useful for planning and optimising TMP
processes for commercially pure titanium.
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