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INTRODUCTION

Road accidents constitute a significant so-
cial and economic problem worldwide. Despite 
technological progress and the development of 
safety systems, the number of fatalities and inju-
ries in traffic incidents remains high. Pedestrians 
are one of the most vulnerable groups of road 
users. In 2024, Poland recorded 4.719 accidents 
involving pedestrians (21.9% of all road acci-
dents), resulting in 428 fatalities (22.6% of all 
road deaths) [1]. In the European context, pedes-
trians account for 18.4% (3.750) of road fatali-
ties according to the latest Eurostat data for 2023 
[2]. It is particularly significant that vehicle-pe-
destrian collisions are the most common cause 
of fatalities in this group.

Due to the growing threat to pedestrians, 
new legal regulations are being introduced, and 
technologies are being developed to minimize 

collision consequences. ADAS (Advanced 
Driver Assistance Systems) used in modern 
vehicles enable automatic pedestrian detection 
and emergency braking activation to avoid col-
lisions [3]. These solutions are included in Eu-
ropean Union regulations and subject to numer-
ous scientific studies. For example, Benmimoun 
et al. [4] describe a two-stage safety analysis 
method for ADAS within the euroFOT project, 
testing 1.000 vehicles in real traffic conditions. 
The German Insurance Association [5] presents 
accident statistics in Germany and the potential 
of driver assistance systems to reduce their oc-
currence. Kuehn et al. [6] analyze the effective-
ness of ADAS in trucks, showing that AEBS 
could prevent up to 12% of truck accidents. Pa-
pis and Matyjewski [7] demonstrate that AEBS 
can reduce the number of pedestrian accidents 
and severe injuries by 40–50%. Park et al. [8] 
present ADAS testing in a vehicle-in-the-loop 
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environment using real vehicles and simula-
tion. Waykole et al. [9] evaluate lane detection 
algorithms for autonomous vehicles, achieving 
97–99% accuracy. Lubkowski et al [10] exam-
ine driver trust in ADAS and the effectiveness 
of training, highlighting the need for improved 
education. Dziewoński et al. [11] describe the 
Polish aDRIVE project for simulation-based 
assessment of driving automation systems and 
ADAS algorithms. Despite these efforts, precise 
analysis of collision biomechanics and personal-
ization of numerical models remain crucial for 
further increasing the effectiveness of pedestrian 
protection systems.

Biomechanical analyses of influence of road 
accidents on human body can be carried out us-
ing three main methods: experiments with ATD 
(anthropometric test device) test dummies, re-
search on PMHS (post mortem human subject) 
human cadavers, and computer simulations [12]. 
Among these, computer simulations are charac-
terized by the greatest flexibility, repeatability, 
and the ability to analyze various scenarios with-
out conducting costly experiments. Numerical 
models, such as THUMS (Total Human Model 
for Safety), allow for advanced biomechanical 
research and provide a foundation for designing 
safety systems [13]. 

While computer simulations offer significant 
advantages in terms of flexibility and repeatabil-
ity, it is important to recognize the limitations and 
sources of discrepancies when comparing their 
results to those obtained from physical experi-
ments. One of the sources of differences in the 
results obtained between cadaver tests and com-
puter simulations with the same parameters are 
geometric differences between the applied model 
and the cadavers used in the experiment. In the 
literature, many examples can be found in which 
scaling of results to a standardized dummy size is 
used in order to compare outcomes obtained from 
cadavers of different dimensions. Another ap-
proach is the geometric personalization of human 
models so that the model mesh is as close as pos-
sible to the shape of the cadaver in a given test. 

Standard numerical human models are based 
on average anthropometric values, mainly for 50th 
percentile males. However, accident victims are 
people with various anatomical characteristics, 
which can affect their susceptibility to injuries.

There are two approaches to performing such 
simulations with personalized geometry—mor-
phing of individual body parts and morphing of 

entire human models. Examples of studies from 
the first group include works in which single fe-
murs [14, 15], lower limbs [16], the infant head 
[17], the trabecular bone of the femur [18], the 
pelvis [19], the thorax [20], the skull [21], or a 
facial model as a basis for cranio-maxillofacial 
surgery [21] were morphed. Due to the nature 
of this study, which places the greatest empha-
sis on morphing the entire human model, a more 
detailed review was conducted regarding the 
morphing of whole models. Although morph-
ing enables a broader and more detailed range of 
computer simulations, it is not a widely known 
method. The most frequently morphed model 
is the GHBMC model, using Kriging [22, 23], 
the least squares method [23], thin-plate spline 
interpolation considering material variability 
[24], radial basis function [25], as well as cas-
es where the method is not specified [26–28]. 
There are also articles in which the THUMS 
model is subjected to geometric personaliza-
tion without specifying the morphing algorithm, 
including simulations of side impacts [29], the 
influence of obesity on injuries resulting from 
frontal collisions [30], and simulations investi-
gating the impact of geometric parameters on 
side impact outcomes [31]. Additionally, studies 
are presented in which mesh surface models of 
children aged 3 to 11 years in the upright posi-
tion [32] and adults in the seated position [33] 
are created. Due to the availability of the PIPER 
Child model, which is provided free of charge, 
the authors of article [34] used Kriging to morph 
the child model into an average-sized adult male 
model. The target shape was defined by the skin 
contour as well as computed tomography scans 
of the pelvis and spine.

Studies indicate that women suffer more seri-
ous injuries compared to men at similar collision 
speeds, resulting from, among other things, dif-
ferent body mass distribution, bone structure, and 
tissue elasticity [35]. Due to these differences, it 
is necessary to develop methods enabling per-
sonalization of numerical models that consider 
individual anatomical characteristics of different 
demographic groups. 

The aim of this study was to develop a meth-
odology for geometric personalization of the 
THUMS AM50 male body model to female pe-
destrian geometry using Dual Kriging method. 
This work will contribute to improving the quality 
of biomechanical analyses and designing safety 
systems that consider actual population diversity.
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METHODOLOGY

Selection and preparation of the base model

Dual Kriging (described in detail in [36]) is a 
curvilinear interpolation method that requires the 
positions of control points defining the interpola-
tion curve as input data. With the known positions 
of these control points, it is possible to determine 
the locations of points in their vicinity. Due to 
limitations of the method based solely on con-
trol points from anthropomorphic measurements 
in lying position (described in [37]), it was not 
possible to achieve significant changes in external 
geometry or control over the internal geometry of 
the model. To expand the range of models that 
can be obtained to include female body models 
and people with anthropometry significantly dif-
ferent from the average male, it was necessary to 
develop a new method.

Since the Dual Kriging algorithm used in ear-
lier methods demonstrated stability and correct 
operation, it was retained as the main morphing 
tool. However, the method of collecting control 
points was changed – similar to the case of thorax 
morphing, where the sternum was morphed man-
ually, while ribs were analyzed automatically. In 
this case, a certain degree of automation was also 
applied, in contrast to the method described in 
[37] where points were collected manually.

To create an average female model based on the 
50th percentile male model, a free surface model 
of a female body for 3D animation was used. This 
model featured a high degree of anthropometric 
realism with a sparse mesh (4.984 elements). Due 
to the greater detail of the mesh compared to the 
THUMS model, the quality of representation was 
reduced in Blender v. 2.82, removing ears and 
merging breasts to simulate outer clothing, similar 
to the THUMS model. The model before and after 
modifications is shown in Figure 1.

Between the THUMS model and the modified 
female model, there were differences in units and 
their initial arrangement with respect to the co-
ordinate system. The proportions of the individ-
ual dimensions of the female model were more 
important than its absolute height, which in the 
original unit was 67 m. It was determined that the 
model was made in inches – after conversion, a 
height of 1.70 m was adopted. The THUMS mod-
el is based on millimeters, so after loading into a 
single program, their sizes required adjustment. 
At the morphing stage, no strength calculations 

were performed, so the absolute size of the mod-
els did not affect the result. The model was finally 
scaled to a height of 1.634 m, in accordance with 
the value for the 50th percentile woman [38].

Procedure scheme

To select characteristic points on the surface 
of the THUMS model while not limiting to points 
where anthropometric measurements are collect-
ed, the following procedure was developed:
1.	Both models were loaded into one space in the 

Blender program – the female body model in 
its entirety, while the THUMS model only as 
its external surface.

2.	The surface model of the female body was 
scaled and arranged so as to resemble the un-
modified THUMS model as much as possible.

3.	The nodes of the mesh of the enlarged and ini-
tially modified female body model were pro-
jected onto the surface of the THUMS model.

4.	These nodes are used as control points to morph 
the external surface of the THUMS model.

5.	The nodes of the external surface of the THUMS 
model are used as control points to morph the 
entire model (not only its external surface).

After going through these five steps, the en-
tire numerical model should take on the desired 
shape. For a more precise explanation of the 
method presented, individual sub-points will be 
discussed separately.

Ad 1: The free Blender program was used to 
modify the mesh, which enables editing and scal-
ing of selected model fragments. It was decided 
to export the external surface of the THUMS 
model to Blender instead of importing the female 
model mesh into LS-Dyna. All surface nodes 
were assigned to one group, and then a Matlab 
script wrote their values to a separate file, which 
allowed loading only the surface of the model.

Ad 2: After overlaying the models and uni-
fying the units, differences in position and sizes 
of body parts were noticed. To equalize them, 
a “bone” system used in 3D animation was ap-
plied, which allows manipulating the model by 
controlling the movement and scaling of se-
lected areas. Nodes closer to the “bone” moved 
more, and if they were under the influence of 
several “bones,” their movement was the sum of 
the interactions.

Similarly, “bones” were used to scale the 
model. The degree of deformation depended on 
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Figure 1. Base surface model of a female body before (left) and after (right) simplification
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the distance of nodes from the “bone” and their 
number. Scaling could be performed in one axis, 
two planes, or in all three axes simultaneously, 
which allowed precise adjustment of the model.

To arrange the models in the same way, 20 
“bones” were added in key areas, such as legs, 
pelvis, spine, arms, and head (Figure 2). This 
made it possible to obtain a model corresponding 
to the shape of the THUMS model.

Ad 3: To project the mesh nodes of the modi-
fied female model onto the surface of the THUMS 
model, the algorithm looked for the three closest 
nodes of the THUMS model for each node of the 
modified model. The distance to all nodes of the 
THUMS model was calculated, and then the three 
closest ones were determined, which defined the 
reference plane.

Based on the vectors created from these three 
points, the normal vector to the plane was calcu-
lated, which made it possible to determine the 
projection of the node. This process was repeated 
for all nodes of the modified model to obtain the 
best possible fit to the THUMS model mesh. This 
made it possible to project onto the approximate 
mesh, despite differences in the number and shape 
of elements of both models.

A graphical presentation of the method is 
shown in Figure 3, while the mathematical de-
scription of the method presented is as follows: 
Input data:
	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (1)

	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (2)

	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (3)

	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	(4)

From the above matrix, the smallest values 
and their corresponding nodes are selected: 

	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (5)

where:	Ki – node of the female model 
mesh projected onto the THUMS 
model mesh, 𝑇𝑇𝑖𝑖1, 𝑇𝑇𝑖𝑖2, 𝑇𝑇𝑖𝑖3  

 
 – near-

est nodes of the THUMS model mesh 
Normal vector to the plane determined by 
𝑇𝑇𝑖𝑖1, 𝑇𝑇𝑖𝑖2, 𝑇𝑇𝑖𝑖3  
 

:

Figure 2. „Bones” used for local scaling of a female 
body surface

Figure 3. Graphical representation of the applied 
projection mode
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 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (6)

Equation of the plane determined by 𝑇𝑇𝑖𝑖1, 𝑇𝑇𝑖𝑖2, 𝑇𝑇𝑖𝑖3  
 	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	(7)
Equation of the normal line to the determined 

plane presented in parametric form:

	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
 
 
 
 
 

(4) 
 
 
 
 
 
 

 
 

 
𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (8)

where:	 t after inserting the line in parametric 
form into the plane equation and transfor-
mations, is:

	

 
 𝐾𝐾𝑖𝑖 = (𝑥𝑥𝑘𝑘

𝑖𝑖 , 𝑦𝑦𝑘𝑘
𝑖𝑖 , 𝑧𝑧𝑘𝑘

𝑖𝑖 ) (1) 
 

 
 𝑇𝑇 = [

𝑇𝑇1
⋮
𝑇𝑇𝑛𝑛

] = [
𝑥𝑥𝑇𝑇

1 𝑦𝑦𝑇𝑇
1 𝑧𝑧𝑇𝑇

1

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 𝑦𝑦𝑇𝑇
𝑛𝑛 𝑧𝑧𝑇𝑇

𝑛𝑛
] 

(2) 
 
 
 
 

 
𝑇𝑇 − 𝐾𝐾𝑖𝑖 = [

𝑥𝑥𝑇𝑇
1 − 𝑥𝑥𝑘𝑘

𝑖𝑖 𝑦𝑦𝑇𝑇
1 − 𝑦𝑦𝑘𝑘

𝑖𝑖 𝑧𝑧𝑇𝑇
1 − 𝑧𝑧𝑘𝑘

𝑖𝑖

⋮ ⋮ ⋮
𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖
] 

(3) 
 
 
 
 

 𝑑𝑑(𝑇𝑇, 𝐾𝐾𝑖𝑖) = 

= 

[
 
 
 
 
 
√(𝑥𝑥𝑇𝑇

1 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

1 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

1 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

⋮
√(𝑥𝑥𝑇𝑇

𝑛𝑛 − 𝑥𝑥𝑘𝑘
𝑖𝑖 )2 + (𝑦𝑦𝑇𝑇

𝑛𝑛 − 𝑦𝑦𝑘𝑘
𝑖𝑖 )2 + (𝑧𝑧𝑇𝑇

𝑛𝑛 − 𝑧𝑧𝑘𝑘
𝑖𝑖 )2

]
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𝑇𝑇𝑖𝑖

1 = (𝑥𝑥𝑇𝑇
1, 𝑦𝑦𝑇𝑇

1, 𝑧𝑧𝑇𝑇
1) 

𝑇𝑇𝑖𝑖
2 = (𝑥𝑥𝑇𝑇

2, 𝑦𝑦𝑇𝑇
2, 𝑧𝑧𝑇𝑇

2) 
𝑇𝑇𝑖𝑖

3 = (𝑥𝑥𝑇𝑇
3, 𝑦𝑦𝑇𝑇

3, 𝑧𝑧𝑇𝑇
3) 

(5) 
 
 
 
 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 
 𝑛𝑛 ⃗⃗⃗  = 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  × 𝑇𝑇𝑖𝑖

1𝑇𝑇𝑖𝑖
3⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (𝑛𝑛𝑥𝑥, 𝑛𝑛𝑦𝑦, 𝑛𝑛𝑧𝑧)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (6) 

 
 

𝑇𝑇𝑖𝑖
1, 𝑇𝑇𝑖𝑖

2, 𝑇𝑇𝑖𝑖
3 

 
 𝑛𝑛𝑥𝑥𝑥𝑥 + 𝑛𝑛𝑦𝑦𝑦𝑦 + 𝑛𝑛𝑧𝑧𝑧𝑧 − 𝑛𝑛𝑥𝑥𝑥𝑥𝑇𝑇

1 − 𝑛𝑛𝑦𝑦𝑦𝑦𝑇𝑇
1 − 𝑛𝑛𝑧𝑧𝑧𝑧𝑇𝑇

1 = 0 (7) 
 
 
 𝑥𝑥(𝑡𝑡) = 𝑥𝑥𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑥𝑥𝑡𝑡 
𝑦𝑦(𝑡𝑡) = 𝑦𝑦𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑦𝑦𝑡𝑡 
𝑧𝑧(𝑡𝑡) = 𝑧𝑧𝑘𝑘

𝑖𝑖 + 𝑛𝑛𝑧𝑧𝑡𝑡 

(8) 

 
 

𝑡𝑡 =  −
𝑛𝑛𝑥𝑥(𝑥𝑥𝑘𝑘

𝑖𝑖 − 𝑥𝑥𝑇𝑇
1) + 𝑛𝑛𝑦𝑦(𝑦𝑦𝑘𝑘

𝑖𝑖 − 𝑦𝑦𝑇𝑇
1) + 𝑛𝑛𝑧𝑧(𝑧𝑧𝑘𝑘

𝑖𝑖 − 𝑧𝑧𝑇𝑇
1)

𝑛𝑛𝑥𝑥
2 + 𝑛𝑛𝑦𝑦

2 + 𝑛𝑛𝑧𝑧2
 

(9) 

1.  

	 (9)

After inserting the determined value of t into 
the parametric form line equations, the calculated 
values of x(t), y(t), and z(t) are the coordinates of 
the projection of point Ki onto the plane deter-
mined by 𝑇𝑇𝑖𝑖1, 𝑇𝑇𝑖𝑖2, 𝑇𝑇𝑖𝑖3  

 
. This process is repeated for 

each value i ∈ < 1, nk >, where nk is the number 
of mesh nodes projected onto the THUMS mod-
el. To avoid inaccuracies related to the small dis-
tance between hand nodes and torso nodes – the 

hands of the modified model were projected onto 
the hands of the THUMS model separately. 

Ad 4: The set of points does not constitute a 
ready mesh, but a projection of the female sur-
face model points onto the THUMS model mesh. 
This determined the positions of the female mod-
el mesh nodes, which enabled morphing of the 
THUMS model surface. Morphing of the entire 
model was not applied due to numerical complex-
ity and limited control over the process. The set 
included 1.184 points for hands and 3.135 for the 
rest of the body. Control points in their initial and 
final positions are shown in Figure 4. The obtained 
mesh was automatically smoothed in Blender, and 
individual nodes were manually corrected to en-
sure anatomical correctness. The resulting sur-
face model can be the basis for further morphing. 
Hands and the rest of the body appear as separate 
models, and their connection takes place in the 
next step, eliminating errors in morphing the en-
tire model simultaneously. This division avoided 
deformation of the chest and sides of the torso.

Ad 5: Finally, the nodes from point 4 were 
used as control points to complete the model. Sepa-
rate sets of nodes were assigned to morphing the 
torso and hands. Due to the high number of nodes 
(50,500), only 25% were used as control points, 
which enabled morphing of the torso without hands.

To precisely fit the arms, a multi-stage selec-
tion of control points was necessary. Not only 
was the external shape considered, but also the 
alignment of the head of the humerus with the 
joint and the connecting surfaces of the hand with 
the torso. To prevent mesh penetration, key nodes 
were selected: internal humeral, forearm, and 
hand socket, hand-torso connections, and the in-
ner part of the arm and armpit.

Figure 4. Control points used for morphing the 
external surface Figure 5. Control points used for arms morphing
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After morphing, hands adapted to the upper 
limbs of the surface model were obtained, with-
out mesh penetration and consistent with the skel-
etal system, used control points shown in Figure 
5. However, after merging the model, an error in 
the chest morphing was detected.

Re-morphing the thorax

When selecting control points for torso mor-
phing, they were placed on the external surface 
of the model, which allowed maintaining the pro-
portions of the skeletal system relative to the ex-
ternal body dimensions. This method worked for 
small changes, such as adaptation to slight over-
weight or underweight, but larger modifications 
led to unnatural skeletal proportions [37].

In the case of the female model, control points 
placed on the outside caused the chest to adapt 
to the surface shape, while maintaining propor-
tions relative to the male model. The result was an 
unnatural bending of the sternum and ribs in the 
breast area (Figure 6).

To eliminate these irregularities, it was neces-
sary to repeat the morphing process, adding mod-
ifications only to the thorax. The starting point is 
the external surface of the THUMS model adapt-
ed to the female model. Then the thorax, consist-
ing of ribs, sternum, vertebrae, discs, ligaments, 
and intercostal muscles, was modified based on 
specially selected nodes serving as control points.

Initially, it was planned to use chest X-rays 
from the PadChest database, but the great ana-
tomical diversity made it impossible to choose a 
single pattern. Instead, priority became the numer-
ical stability of the model. The selection of con-
trol points minimized the risk of instability while 
maintaining the geometric structure of the model. 
Figure 7 shows the control points for thorax mor-
phing, selected so that its size was the result of 
morphing the space around it, not direct modifi-
cation. Points on the abdomen, back, and sides of 
the torso were considered, which allowed adapt-
ing the shape of the spine and ribs. To account for 
anatomical differences in the waist, control points 
were added in its area and the surface connecting 
the waist with the armpits. Points on the shoul-
ders, collarbones, and neck enabled obtaining a 
coherent model surface.

With such selected points, thorax morphing 
was performed, which adapted it to the external 
surface of the THUMS model, eliminating de-
formations. Figure 8 shows a comparison of the 
thorax before and after morphing. Then the entire 
morphing process for the remaining parts of the 
model was repeated, taking into account all tho-
rax points as control points. In this way, the final 
shape of the female body model was obtained, 
which can be the basis for further modifications 
and for creating subsequent models with a higher 
degree of personalization (Figure 9).

Figure 6. Lateral and isometric views of an incorrectly morphed female thorax
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Figure 7. Control points selected for morphing the thorax on the THUMS model (left) and the female model 
(right)

RESULTS

After the morphing was completed, it was 
necessary to check whether the models obtained 
in this way are numerically stable and whether the 
results obtained with them are consistent with ex-
perimental results. The available and at the same 
time basic model, on which the methods described 

in this paper were based, was a numerical model 
of a human in a standing position, so tests check-
ing the correctness of the model’s operation after 
numerical operations performed on it were cho-
sen as tests for pedestrian-vehicle collisions.

Since the aim of the work was not to replicate 
collision tests, but to verify the correctness of the 
morphing process, simplified model tests were 
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decided upon. Literature [39] states that in 11% of 
pedestrian-vehicle collision cases, the legs were 
parallel, and in 6% parallel and separate. This is a 
position similar to the obtained models, so it was 
used for testing.

Most literature tests include a position with 
one leg extended forward, so the analysis focuses 
on the kinematics of the head and thorax, which 
are consistent with the reference tests. The posi-
tion of the legs during impact has little effect on 
the model’s kinematics, as tendons in the knees 

often rupture, and the legs adapt to the shape of 
the vehicle [40]. Figure 15 shows that the leg on 
the car side bends unnaturally, while the upper 
body remains motionless. Due to the different be-
havior of the leg further from the vehicle (Figure 
10 c), the lower part of the body model was not 
compared with literature data.

To perform the described test, a ready-made 
model of a Honda Accord car made available in 
2016 by NHTSA was used. The model consists 
of 1,941,659 elements, 1,969,784 nodes, and 

Figure 8. Comparison of thoraxes before morphing (left) and after morphing (right)
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Figure 9. Comparison of models before morphing (THUMS model on the left) and after morphing (female body 
model on the right)
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1.054 parts. Its mass is 1668.2 kg and is 7.2 kg 
heavier than its real counterpart (Honda Accord 
LX 4-door sedan). The wheelbase of the model is 
2799 mm, which is 5 mm more than the base car. 
The model is presented in Figure 11.

Collision tests were conducted on the female 
model obtained by morphing the THUMS base 
model. Simulations were performed in LS-DYNA 
software, applying initial conditions correspond-
ing to real collision experiments:
	• vehicle speed: 11.1 m/s (40 km/h),
	• surface contact between model and vehicle 

(AUTOMATIC_SURFACE_TO_SURFACE 
function),

	• friction coefficient: 0.2,
	• model positioned with right side to the ap-

proaching vehicle.

During the simulation setup, gravitational 
field stabilization was not applied. This decision 
was made because the primary objective of the 
test was to validate the numerical model itself, its 
numerical stability and potential issues resulting 
from the performed morphing process.

First, the results of a passenger car collision 
with a fiftieth percentile male model are pre-
sented. This was the base THUMS AM50 v4.01 
model without modifications, with the collision 
conditions described above. Graphs in the form of 
trajectory of head motion, T1 and T8 vertebrae, in 
a moving reference frame associated with the car 
are presented in Figure 12. The next tested model 
was the female body model in a collision with a 
passenger car. As in the case of previous simula-
tions – first the trajectory of the head, then the T1 
and T8 vertebrae (Figure 13) will be presented.

DISCUSSION

Limitations of the presented methods

In computer simulations, simplifications are 
necessary to obtain realistic results with accept-
able calculation time. With technological devel-
opment, the accuracy of body geometry represen-
tation grows thanks to greater computing power. 
However, even modern computers encounter 
limitations resulting from errors in estimating 
material properties [42] or inaccurate geometry 
obtained, for example, from magnetic resonance 
imaging [43]. The presented shape personaliza-
tion methods focused on mapping geometry with 

Figure 10. Comparison of model positions in the 
baseline simulation (c) with the cadaver test (a) and 

the simulation from the literature (b) [41]
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Figure 11. Isometric view of Honda Accord used for validation tests

Figure 12. Plot of the trajectories of characteristic parts of the baseline model in the ZX plane 
relative to the vehicle

a stable computational mesh. The main limita-
tion was the invariability of the model’s material 
properties, which resulted from the lack of avail-
able data. Considering variable materials depend-
ing on age, sex, and lifestyle remains an issue for 
future research. Morphing models with different 
anthropometry, using the same material data, was 
a simplification. The distribution of adipose tis-
sue, affecting the stiffness of external layers, dif-
fers even within the same sex [44–46]. Also, the 
average thickness of cortical bone in male and 

female models was a simplification [47]. How-
ever, since the THUMS model has been validated 
and is widely used, maintaining uniform materi-
als allows obtaining comparable results and as-
sessing morphing quality.

Discussion of collision test results of 
complete human models

Simulation tests of a car model colliding with 
a numerical human model aimed to assess the 
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correctness of morphing and numerical stabil-
ity of the models. This stability is crucial for the 
quality of data obtained in simulations.

Due to differences in leg positioning between 
the numerical model and experiments from litera-
ture, only the trajectories of the head, T1 and T8 
vertebrae were compared. The character of the 
graphs is consistent with literature [48], where 
the initial phase of the trajectory is flattened due 
to body inertia at vehicle speed.

The simulation results demonstrate conver-
gence with findings from Wdowicz and Ptak [49], 
who provided a comprehensive review of numeri-
cal approaches to pedestrian impact simulation, 

confirming the validity of finite element models 
through comparison with experimental data and 
their applicability in forensic investigations. The 
kinematic characteristics were also consistent 
with other studies that extensively discuss colli-
sions between vulnerable road users (VRUs) and 
vehicles [50,51]. The taller model shows a more 
flattened head trajectory, while in the shorter 
model, the trajectory curves downward to a great-
er extent. This is best visible in the case of the T8 
vertebra trajectory, which in the base model has a 
course similar to the head, with slight flattening 
at the end. The female model, due to a narrower 
chest and waist, continues rotational movement 

Figure 13. Plot of the trajectories of characteristic parts of the female model in the ZX plane relative to the 
vehicle

Figure 14. Comparative plot of the T1 vertebra trajectories of the human model and PMHS in the ZX plane 
relative to the vehicle
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longer after the knees contact the bumper. How-
ever, its lower height causes earlier contact of the 
chest with the hood, changing the rebound angle. 
These differences in T8 and T1 vertebrae trajecto-
ries are the effect of the modified model geometry. 
To ensure clarity in comparisons, test results are 
normalized to the dimensions of a 50th percentile 
male dummy as per the SAE J2782 standard. Vis-
ible on Figure 14 scaled results of THUMS 95, 
are the results of a model morphed similarly to 
the method described in [37]. 

Comparing the results to literature data, all 
trajectories were similar, with the base model 
achieving the most accurate representation. This 
results from the greatest anthropometric similar-
ity to the reference THUMS AM50 mannequin. 
Models with changed anthropometry showed dif-
ferent trajectories, which demonstrates the influ-
ence of geometry on movement dynamics.

Similarly, in the case of the T1 vertebra, the 
base model most faithfully reproduced experi-
mental data (Figure 14), while the THUMS 95 
model trajectory was the most flattened. The fe-
male model showed a slight deviation in trajec-
tory, and its hips were “bounced” by the hood, 
causing a characteristic change in movement 
direction. In the subsequent phase, a noticeable 
sharpening of the trajectory toward the mask is 
observed, which can be explained in accordance 
with the pendulum analogy. However, a distinct 
rebound and displacement of the T1 vertebra 
along the mask toward the center of the wind-
shield is then visible on the trajectory. 

To explain this phenomenon, it is necessary 
to refer to the animation, a characteristic frame 
of which is presented in Figure 15. The trajectory 

marked in the figure represents the path of motion 
of the T1 vertebra, while the moment at which the 
animation was paused corresponds to the instant 
after which a change in the trend of the charac-
teristic occurs. The reason for this is the elbow, 
which at this point in the simulation rests on the 
engine hood, while maintaining a right angle rela-
tive to the torso. As a result, instead of placing the 
hand on the hood, the force from it is transmitted 
along the humerus and clavicle to the chest, and 
from there to the T1 vertebra, causing a change 
in the direction of movement and the visible “re-
bound” on the trajectory plot.

CONCLUSIONS

The obtained results confirm the numerical 
stability of the model after modifications, allow-
ing for collision simulation without additional 
stabilization. The visible differences in trajecto-
ries result solely from changes in geometry. The 
focus was not on faithful reproduction of cadaver 
tests, but on simplified replication while main-
taining basic conditions. The introduced simpli-
fications included, among others, hand position-
ing, which in experimental tests are tied to avoid 
anomalies in the trajectory. Despite the influence 
of their position on vertebrae movement, person-
alized models maintain kinematics similar to ex-
perimental studies. Head trajectories and move-
ment until elbow contact with the hood show the 
same character as in the studies.

The models can serve as a basis for further 
personalization, taking into account individual 
material properties. Additionally, they enable 

Figure 15. Moment of trajectory change of the T1 and T8 vertebrae in the collision simulation of the female 
model
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analysis of how geometry influences biomechani-
cal injury indicators. The key conclusion from 
the presented work is that it is possible to apply 
geostatistical algorithms, in particular Dual Krig-
ing, for effective geometric personalization of 
numerical human models. The presented method 
was limited only to the THUMS AM50 v4.01 
model due to the availability of this model, but 
it is not reserved only for this model. All used 
scripts are based directly on numerical meshes in 
text format, without excluding other human body 
models. At no point in the work were the ordering 
properties of the base model mesh used, so this 
method can be applied to other numerical human 
models such as GHBMC or VIVA+.
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