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INTRODUCTION

In the 21st century, societal development is 
inextricably linked to its mobility, leading to an 
increase in the number of vehicles on the roads. 
This is especially significant in large metropolitan 
areas, where air pollution caused by internal com-
bustion engine vehicles is becoming increasingly 
problematic. In response to these challenges, au-
tomotive development is focusing on researching 
and exploring new design solutions for vehicle 
powertrains. One such solution is the electrifica-
tion of transportation, which involves replacing 
combustion engines with electric powertrains. 
The use of electric vehicles (EVs) is considered a 
potential strategy to reduce emissions in the trans-
portation sector. However, to fully understand 

their performance and characteristics, it is nec-
essary to examine the factors affecting energy 
consumption under real driving conditions. Ad-
ditionally, research is being conducted to assess 
the environmental impact of electric vehicles, 
providing information on energy consumption 
coefficients compared to conventional vehicles. 
For instance, studies [1] have shown that energy 
consumption by electric vehicles is less sensitive 
to speed dynamics in urban areas compared to 
conventional vehicles. The authors present results 
aimed at determining the differences between an 
electric-powered passenger car and a combus-
tion-powered car in terms of energy consumption 
in various road scenarios. The findings confirm 
that energy consumption by electric vehicles is 
less affected by speed dynamics in urban areas 
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than in the case of conventional vehicles. While 
the relative advantage in the baseline scenario is 
68 percent, it increases to 77 percent for urban 
driving. The study highlights the lack of signifi-
cant differences in the relative fuel consumption 
of BEVs during peak hours or during aggressive 
or calm driving.

Energy consumption in electric vehicles is 
a topic of numerous publications, which exam-
ine various models for determining energy con-
sumption, enabling the prediction of energy use 
depending on multiple factors. In article [2], an 
analytical model is presented, using information 
on engine and powertrain efficiency. Another ar-
ticle [3] includes the results of literature reviews 
on factors influencing vehicle energy consump-
tion. This article gathers information on how 
temperature, traffic conditions, or electric vehicle 
properties translate into energy consumption. The 
research results presented in various publications 
were compared, and the literature analysis al-
lowed for the creation of a compilation that could 
serve as a compendium of knowledge on the en-
ergy consumption of electric cars. According to 
publication [4], in 2020, the number of newly 
registered electric vehicles in Europe accounted 
for 11% of all vehicles. Of these, 6% were BEVs 
(battery electric vehicles), and 5% were PHEVs 
(Plug-in Hybrid Electric Vehicles). Compared 
to 2019, this share nearly tripled (with 3.5% of 
electric cars registered). Given the increase in the 
number of electric vehicles and the still limited 
access to charging stations (especially fast ones) 
for drivers on the roads, the well-known phenom-
enon of range anxiety is evident in the literature. 
Many research studies are undertaken to identify 
and evaluate the factors influencing energy con-
sumption. To maximize battery range, many fac-
tors that can reduce range must be considered.

In study [5], the authors investigated the real-
world energy consumption of commercial BEVs 
in Thailand by conducting driving tests under 
actual conditions on various routes, including ur-
ban and rural roads. On-board diagnostic devices 
and global positioning system (GPS) equipment 
were used to record data. The results indicate 
that the average energy consumption of BEVs 
in this study was 148.03 Wh/km. To analyze the 
recorded data, the authors applied several ma-
chine learning (ML) techniques to predict energy 
consumption and identify key factors influencing 
energy usage. The authors conducted studies us-
ing the SHapley Additive ExPlanations (SHAP) 

algorithm, providing insights into the impact of 
battery current and vehicle speed on energy con-
sumption by BEVs, particularly in the context of 
urban road conditions.

In article [6], an analysis was conducted on 
the energy consumption of electric vehicles in 
selected driving tests (NEDC, WLTC, and real-
world driving conditions – RDC) in relation to 
different vehicle weights. The use of electric mo-
tors was also examined, providing data on their 
operating ranges, energy flow in batteries, and 
changes in their charge levels. The research and 
simulation analyses were performed using AVL 
Cruise software. It was found that despite similar 
energy consumption values in NEDC and RDC 
studies, there are significant differences in energy 
flow within the vehicle subsystems.

The issue of estimating energy consumption 
using neural networks is discussed in study [7]. 
A similar topic is also addressed in [8], where the 
impact of speed management on range limitation 
is analyzed. Publication [9] proposes a three-
stage modeling approach based on real driving 
profiles, simulated energy consumption, and driv-
er behavior, with the aim of determining primary 
energy consumption. The impact of various fac-
tors on changes in the energy efficiency of electric 
vehicles is also covered in other studies, which 
describe models for estimating energy consump-
tion. In study [10], components were collected 
under real-world conditions to build a model. 
The authors considered variables such as gradient 
changes, the use of auxiliary devices, road types, 
and traffic conditions. This enabled the develop-
ment of the Energy Consumption Rate (ECR) in-
dicator and the integration of its components.

Energy consumption is linked to road traffic 
conditions. Therefore, driving cycles are created, 
which are speed profiles supplemented with in-
formation on braking, acceleration, cruising, and 
idle periods. The most popular cycles include 
NEDC (New European Driving Cycle), WLTC 
(Worldwide Harmonized Light Vehicles Test 
Procedure), HWFET (Highway Fuel Economy 
Test), and FTP (Federal Test Procedure by EPA), 
among others. These driving cycles were used 
in the studies described in [11] and [12] to test 
electric vehicles, particularly regarding energy 
consumption. For many regions, specific driving 
cycles have been developed that better reflect the 
condition of local roads. In study [13], changes 
in energy consumption are shown when varying 
speeds on highways in Perth, Australia. Article 
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[14] presents an analysis of the energy consump-
tion of an electric passenger vehicle in the context 
of introducing numerous speed limits in cities or 
built-up areas. The study focuses on the energy 
efficiency of electric passenger cars traveling at 
a constant speed under real traffic conditions. 
The authors analyzed the energy consumption 
of a designated fleet of cars driving one after 
another (in a so-called traffic jam), maintaining 
a safe distance. This allowed for calculating the 
environmental energy demand caused by a fleet 
of vehicles moving along a given road section, in-
dicating that reducing vehicle speed increases the 
energy consumption of the vehicles.

Weather conditions are among the factors that 
can significantly impact vehicle energy consump-
tion. As reported in [3], negative temperatures can 
reduce the range by up to 37%, while at 40 °C, it 
is possible to extend the range by approximately 
2%. Additionally, weather conditions influence 
other factors, such as the use of auxiliary systems, 
safety features, and driving comfort. Studies have 
shown that heating the vehicle is more energy-
intensive than cooling its interior. Sudden accel-
eration and frequent speed changes have a nega-
tive impact, leading to faster battery discharge. 
As demonstrated in the review of the literature on 
electric vehicle studies, the issue of energy con-
sumption in relation to environmental conditions 
and driving style is a topic that is actively ana-
lyzed and developed. This has led to the continu-
ous development and creation of new algorithms 
to determine the range of vehicles under current 
traffic conditions.

The main goal of the authors of this article is 
to develop a new classifier aimed at assessing the 
impact of selected factors influencing the driver 
and determining energy consumption for electric 
vehicles in real-world road conditions. The ob-
jective is to define the significance level of the 
proposed new driver assessment method, which 
prioritizes minimal energy consumption per dis-
tance while ensuring the highest possible average 
driving speed over a given road segment.

To achieve this, energy consumption per dis-
tance and average driving speed were monitored 
for each individual drive of an electric vehicle un-
der various weather conditions, traffic intensities, 
and driving styles. Input data were treated as nor-
malized and a methodology based on multivalued 
decision trees, supplemented with inductive trees, 
was applied to create an efficient decision classi-
fier capable of evaluating individual trips.

The presented solution represents a prelimi-
nary analysis in the process of developing a deci-
sion-making algorithm and holds significant im-
portance in the context of estimating the range of 
electric vehicles. Understanding this mechanism 
can help address and mitigate the widespread 
phenomenon of range anxiety associated with the 
perceived insufficient range of electric vehicles.

RESEARCH METHODOLOGY

In this work, data analysis methods combin-
ing multi- valued decision trees (MVDT) with 
inductive classifiers such as ID3, C4.5, and kNN 
were applied. The aim of this approach was to as-
sess the energy consumption of electric vehicles 
under real road traffic conditions, taking into ac-
count various factors that affect energy efficiency.

Multi- valued logic tree

Multi- valued logical decision trees are a com-
plex classification tool that allows for the analy-
sis of data with a large number of variables and 
multivalued attributes. The tree-building process 
is based on maximizing information gain, which 
enables the hierarchical organization of variables 
according to their importance for classification.

The method of multi-valued logic trees re-
sults from the development of logical decision 
trees and Boolean algebra [15]. Based on Boolean 
algebra, two important branches of mathematics 
like multiplicity theory and classical logic were 
defined. In this algebra, basic symbols, axioms 
and the set of theorems derived from them are de-
fined. Figure 1 shows a logic tree that encodes a 
fixed Boolean function of three variables. 

In the Quine-McCluskey algorithm, by sim-
plifying the Boolean functions written in canoni-
cal alternative normal form (KAPN), the trun-
cated alternative normal form (SAPN) and finally 
the minimum alternative normal form (MAPN) 
are obtained (Figure 2).

The Quine-McCluskey algorithm makes it 
possible to find all prime implicants of a given 
logic function that is there is a shortened alterna-
tive normal form SAPN. The terms of incomplete 
gluing and elementary absorption have the main 
role in the search of prime implicants and are 
used for the APN of a given logic function. The 
following transformation is called the consensus 
operation [19]:
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where: r = 1, …, n - indexing of logical variables 
from 1 to n, which means that we are dealing 
with n input variables (e.g. x1,x2,...,xn); A – 
partial elementary product, representing the 
logical combination of variables in a given 
step, the literals of which possess variables 
belonging to the set:{x1, ... , xr-i, xr+i, ... , xn}.

The following transformation is called the op-
eration of reduction:
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the above equation takes place, then A absorbs 
jAu(xr). In the case of multi-valued weighting fac-
tors, we get [20]:
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successive stages of the multi-valued logic func-
tion minimization: 020, 101, 200, 021, 111, 201, 
210, 022, 121, 202, 211, 212, 221 can be present-
ed in the following way (Table 1).

Inductive classifiers

The inductive classifier builds a decision 
model based on observations from training data, 
which allows for predicting the class for new cas-
es. The key algorithms used in this study are: ID3, 
C4.5, and k-Nearest Neighbors (kNN). Entropy 
is used to measure uncertainty in the dataset S. It 
is the primary metric applied in ID3 for selecting 
the best attribute for splitting [22]:
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where: H(S) – entropy of dataset S; pi – probabil-
ity of event i occurring in dataset S; k – 
number of classes in dataset S.

Figure 1. Boolean function of three variables encoded on a logic tree [16–18]

Figure 2. Logic tree and simplified logic tree

Table 1. NAPN and MAPN of a given logical function [21]
020 200 101 021 201 210 111 022 121 202 211 212 221

02- * * *

20- * * *

1-1 * * *

21- * * *

-21 * * *

2-1 * * *
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For the purpose of the analysis, information 
gain compensation was applied for continuous 
variables, for which the information gain is cal-
culated by dividing into intervals (6):
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where: t – division point (threshold); Sa≤t – subset 
of data for attribute A values less than or 
equal to t; SA>t – subset of data for attrib-
ute A values greater than t; |SA≤t| and |SA>t|  
– the size of these subsets.

Additionally, algorithms C4.5 should be con-
sidered as an extension of the ID3 algorithm. The 
ID3 algorithm works well for discrete attributes, 
but for continuous variables, it requires additional 
processing (e.g., discretization). C4.5 is an exten-
sion of the ID3 algorithm, also proposed by J.R. 
Quinlan. It introduces significant improvements 
that increase the flexibility and accuracy of the 
model. The most important modification compared 
to ID3 is the introduction of the Gain Ratio metric 
[23] (Figure 3). The C4.5 algorithm eliminates the 
bias toward attributes with a large number of values 
by introducing the information value, defined as:
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where: IG(A) – information gain for attribute A; 
IV(A) – information value for attribute A.

The k-Nearest Neighbors (kNN) classifier 
algorithm

Additionally, the kNN algorithm is used, 
where the classification of a new data point is 
performed by identifying the nearest neighbors 
(data points) in the training set, and then assign-
ing a class based on the neighbors’ voting. A fun-
damental element of the kNN algorithm is the 
distance metric, which determines how close two 
cases are to each other. The most commonly used 
metric is the Euclidean distance, defined as [24]:
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where: xi and yi are the values of the i-th feature for 
the points x, y; n is the number of features. 

Classifier-based Integrated decision system

For the purposes of this article, in order to 
achieve the most efficient and accurate classifica-
tion and prediction of energy consumption by elec-
tric vehicles in real-world road conditions, all the 
described methods were combined-multivalued 
decision trees (MVDT), inductive classifiers (ID3, 
C4.5), and the kNN algorithm. The result of this 
combination is an integrated decision system that 
merges the advantages of each approach while mini-
mizing their drawbacks. Such integration allows for 
more precise modeling of complex data relation-
ships and more optimal decision-making [25]. The 
integrated decision system can be defined as: 
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Figure 3. Schematic of the C4.5 decision 
tree algorithm



96

Advances in Science and Technology Research Journal 2025, 19(4), 91–108

where: α, β, γ – weight coefficients for the respec-
tive methods (MVDT, ID3/C4.5, kNN); ϕ(M-
VDT(x)); A function transforming the result 
from MVDT, e.g., a sigmoid function, which 
allows for better scaling of the result:
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where: Ψ(ID(x)) – this is a function that trans-
forms the classification result for the ID3/
C4.5 algorithm, which can be, for exam-
ple, a linear amplification or attenuation of 
the result depending on the entropy weight

 

( ) ( )
ro r m 1 rAj x ... Aj x A−+ + =  (1) 

 
 

( )u rAj x A A+ =  (2) 
 

( ) ( ) ( )0 r m 1 r u rAj x ... Aj x A, Aj x A A,−+ + = + =  (3) 
  

 ( )
r

u r

r

m 1 , u x
j x 0 u m 1

0 , u x

− =
=   −
 

 (4) 

 

2
1

(S) log
k

i i
i

H p p
=

= −  (5) 

 
: 
 𝐼𝐼𝐼𝐼( 𝐴𝐴) = 𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡∈𝑇𝑇
[𝐻𝐻(𝑆𝑆) − (|𝑆𝑆𝐴𝐴≤𝑡𝑡||𝑆𝑆| )𝐻𝐻(𝑆𝑆𝐴𝐴≤𝑡𝑡) +

|𝑆𝑆𝐴𝐴>𝑡𝑡|
|𝑆𝑆| 𝐻𝐻(𝑆𝑆𝐴𝐴>𝑡𝑡)] (6) 

 
( )( )
( )

IG AGainRatio A
IV A

=  (7) 

 

2

1
( , ) ( )

n

i i
i

d x y x y
=

= −  (8) 

 
 

( ) ( ( )) ( ( )) ( ( )) ( ( ), ( ), ( )D x MVDT x ID x kNN x MVDT x ID x kNN x       =  +  +  +   (9) 
 

( )

1( ( ))
1 MVDT xMVDT x

e
 −=

+
 (10) 

 

n

i 2 i
i 1

ID( X )(I D( x ))
p log p



=

=


 (11) 

 

( )
k

i
i 1

1(kNN( x ))
x,x



=

=


 (12) 

 
( ( ), ( ), ( )) ( ) ( ) ( )MVDT x ID x kNN x MVDT x ID x kNN x =    (13) 

 

( )
n

i i
i 1

minimize L( D x , y )
=
  (14) 

 

 min
norm

max min

X XX
X X

−
=

−
 (15) 

 (11)

θ(kNN(x)) is a transformation function for the 
kNN result, which depends on the distance to the 
nearest neighbors [26].
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λ·ξ(MVDT(x), ID(x), kNN(x) is a function of 
interaction between the methods: 
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The values of the coefficients α, β, γ, λ are op-
timized based on cross-validation results to mini-
mize the classification error
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where: L(D(xi),yi) is a loss function that measures 
the difference between the predicted and 
actual class. Figure 4 shows the diagram 
of the classification system [27].

ASSESSMENT OF ENERGY CONSUMPTION 
BY THE ELECTRIC VEHICLE

Energy consumption in an electric vehicle

Energy consumption in an electric vehicle 
while driving in traffic depends on many factors. 
These factors include the driver’s driving style, as 
well as prevailing weather conditions and terrain. 

A direct factor influenced by the driver that 
shapes the speed profile is the set position of the 
power pedal. The value of the power pedal posi-
tion depends on the vehicle’s current load, which 
is determined by the terrain and the speed chosen 
by the driver. As a result, an energy consumption 
indicator for vehicle operating conditions can be 
obtained, where ambient temperature also plays 
a role. Therefore, the study was conducted only 
under real vehicle operating conditions, recording 
data during daily trips on various road segments. 
Traction parameters were collected regularly, al-
lowing for the consideration of varying traffic and 
environmental conditions, such as external tem-
perature. Traction and energy parameters were 
monitored (Figure 5).

The platform enables simultaneous measure-
ment of parameters from the onboard diagnostic 
system (OBD) and the CAN Bus data transmis-
sion network. Recorded traction parameters in-
cluded distance, travel time, consumption, speed, 
and ambient temperature.

Research object

The ZOE electric vehicle was used to study 
energy consumption. The parameters of the vehi-
cle equipped with an electric motor are presented 
in Table 2. The research was conducted under nor-
mal operating conditions of the vehicle, record-
ing selected parameters for the covered sections. 
A section was defined as the distance the vehicle 
travelled during the driver’s journey (e.g., from 
home to work, from work to home). The regulari-
ty of parameter registration corresponds to the ve-
hicle’s daily operation, providing a cross-section-
al indicator of varying traffic and environmental 
conditions (including ambient temperature).

A measurement platform was developed to 
monitor traction and energy parameters, allowing 
data to be recorded simultaneously from multi-
ple sources. During the study, the following data 
were recorded: instantaneous and average energy 
consumption (kWh/100 km), instantaneous and 
average speed, instantaneous and total energy 
consumption [kWh], ambient temperature [°C], 
battery temperature [°C], capacity parameters 
[%], driver rating (scored from 0 to 100), and oth-
ers. Figure 6 shows sample measurements from 
the computer program.

The data were collected over a period of spe-
cific duration (e.g., 6 months) under real-world 



97

Advances in Science and Technology Research Journal 2025, 19(4), 91–108

Figure 4. Decision diagram of the classifier integrated decision-making system

Figure 5. Relationships affecting energy consumption in an electric vehicle
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driving conditions. This timeframe was chosen to 
capture variations in scenarios such as seasonal 
changes, weather conditions, and traffic density. 
Throughout the data collection period, the vehicle 
was operated by a single driver. This approach 
minimized variability caused by differing driving 
styles and allowed us to focus on the impact of oth-
er factors such as speed, temperature and distance.

Particular attention was given to analyzing 
the average values for each trip. Figure 7 shows 
sample data recorded in the month of August. 

Figure 8 shows the relationship between speed 
and energy consumption. Figure 9 shows the 
relationship between temperature and energy 
consumption.

Figure 10 shows the correlation between dis-
tance and energy consumption. In the first stage, 
the multivalued decision trees method will be 
applied, and in the next stage, the results of the 
three models (kNN and ID3/C4.5) will be com-
bined according to the formula of the integrated 
decision system.

Table 2.Tested vehicle parameters
Manfacturer Renault Category Parameter Value

Type ZOE

Technical data

Vehicle weight 
battery capacity 
engine power 
engine type 

range

1500 kg
52 kWh
100 kW

Elektromotor
320 km

Electric engine’s output 68kW

Electric engine’s max. torque 220 Nm

Engine assembly Front, transverse

Engine system type EV

Transmission system 1 gear

Driving conditions

Average speed 
temperature 

road conditions 
route type

60 km/h
20°C

Dry/Wet
Urban/Highway

Battery capacity 41,1 kWh

Vehicle mass 1445 kg

Vehicle travel range 255 km

Vehicle energy consumption 165 Wh/km
Energy 

consumption

Average energy consumption 
battery state of charge 

energy efficiency 
charging time

150 Wh/km
80%

0.15 kWh/km
8 hours (standard)

Performance 
parameters

Acceleration 
maximum speed 
driving comfort 

stability

0-100 km/h w 8 s
135 km/h
Level 4/5

High

Figure 6. Example measurements from the computer program
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Figure 7. Sample data recorded in the month of August

Figure 8. Relationship between temperature and energy consumption

Figure 9. Correlation between temperature and energy consumption
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Figures 7–10 provide key insights into the 
relationships between various factors influenc-
ing energy consumption in electric vehicles under 
real-world conditions. Figure 7 presents the rela-
tionship between the distance traveled and ambi-
ent temperature, based on data recorded during 
the month of August. Each point represents a seg-
ment of a journey on a specific day, illustrating 
the variability in driving conditions. For example, 
on August 2nd, the vehicle traveled 150 km and 
330 km at ambient temperatures of 23 °C and 24 
°C, respectively. To improve clarity, the x-axis la-
bels have been tilted for better readability.

Figure 8 highlights the relationship between 
vehicle speed and energy consumption, revealing 
that higher speeds are associated with a significant 
increase in energy consumption. This is due to 
greater aerodynamic resistance and engine load at 
higher velocities. Understanding this relationship 
is essential for balancing energy efficiency with 
maintaining a higher average speed during trips.

Figure 9 demonstrates the impact of ambient 
temperature on energy consumption. The data reveal 
that extreme temperatures, whether low or high, re-
sult in increased energy usage due to the additional 
demands of auxiliary systems, such as heating or air 
conditioning. For example, colder temperatures re-
quire more energy to maintain cabin warmth, while 
higher temperatures increase cooling demands. This 
highlights how environmental factors influence the 
efficiency of electric vehicles.

Finally, Figure 10 examines the relationship be-
tween distance traveled and energy consumption. 

The data show that shorter trips often result in 
higher energy consumption per kilometer, likely 
due to frequent acceleration phases and stop-and-
go traffic conditions. In contrast, longer trips tend 
to exhibit more stable energy consumption rates, 
reflecting the benefits of steady-state driving.

APPLICATION OF THE INTEGRATED 
CLASSIFIER IN THE ANALYSIS 
AND ASSESSMENT OF ENERGY 
CONSUMPTION BY AN ELECTRIC VEHICLE

This chapter discusses the application of an 
integrated classification system based on three 
models: k-NN (k-nearest neighbours), ID3/C4.5, 
and multivalued decision trees, for the analysis 
of operational data from an electric vehicle. The 
main goal is to determine which parameters have 
the greatest impact on energy consumption and 
which driving conditions promote minimizing 
energy usage.

Application of multi-valued decision trees 

To determine the optimal arrangement of tiers 
affecting average energy consumption, three se-
lected encoded parameters of the electric vehicle 
were used: Distance (s) = 0,1,2,3, average external 
temperature (T) = 0,1,2,3,4, and average speed V_
avg = 0,1,2. Arithmetic values were chosen for the 
analysis of the examined parameters, which were 
then encoded as logical decision variables for the 

Figure 10. Correlation between distance and energy consumption
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purpose of decision trees in the discrete optimiza-
tion of selected parameters of the electric vehicle.

In the next step, logical decision variables 
were encoded into comprehensive multivalued 
decision trees (Table 3). Numerical values were 
adopted for the range of average energy con-
sumption up to 20 [kWh/100 km]. To obtain ac-
curate results, 3! = 6 decision trees were drawn, 

representing all possible combinations of the se-
lected parameter substitutions. Figure 11 shows 
all the generated multivalued decision trees. 
Based on the results of the multivalued decision 
trees, indication of the most important parameter 
affecting average energy consumption while driv-
ing is the average speed, this information was 
used for further calculations. 

Table 3. Table with encoding for multivalued decision trees
Distance [km] Logical value Temperature [°C] Logical value Average speed [km/h] Logical value

do 50 0 od -2 do 3 0 0–30 0

od 51–100 1 od 4 do 9 1 31–50 1

od 101–150 2 od 10 do 15 2 above 51 2

od 151–200 3 od 16 do 21 3

od 22 do 27 4

Figure 11. Multi- valued decision trees with tier arrangements: (a) V_avgTs, (b) V_avg sT, 
(c) TV_avg s, (d) TsV_avg, (e) sV_avg T, (f) sTV_avg
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Application of the k-NN algorithm

Ultimately, all the data is utilized and subject-
ed to a normalization (standardization) process.
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For each sample in the training set, we cal-
culate the Euclidean distance relative to the test 
sample
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where: Vnew , Dnew, Tnew – These are the values of 
speed, distance, and temperature for the 
new sample.

Vsample , Dsample, Tsample – These are the values of 
speed, distance, and temperature for the sample 
from the data.

For simplicity, the calculations for several 
samples with data (speed, distance, temperature) 
where performed:
 • Sample 1: V = 40 km/h, D = 70 km, T = 12 °C 

(consumption = 12.8 kWh/100 km)
 • Sample 2: V = 55 km/h, D = 50 km, T = 8 °C 

(consumption = 15.0 kWh/100 km)
 • Sample 3: V = 45 km/h, D = 65 km, T = 15 °C 

(consumption = 13.5 kWh/100 km)
 • Sample X... (consumption = X kWh/X km)
 • Overdone consumption EkNN= 13.77 kWh. 

Implementation and results of the ID3/C4.5 
algorithms

This subsection discusses the implementa-
tion of the ID3 and C4.5 algorithms within the 
framework of multivalued decision trees. These 
algorithms were applied to the dataset to classify 
instances based on attributes such as “Speed,” 
“Distance,” and “Temperature.” The purpose of 
this section is to explain the algorithms’ method-
ology and present their results in terms of classifi-
cation accuracy and performance. The ID3 algo-
rithm employs Information Gain as a criterion for 
splitting nodes in the decision tree. The entropy 
of the dataset is calculated as (5) and information 
Gain for an attribute A is then A (6). C4.5 extends 
ID3 by using the Gain Ratio criterion, defined as: 
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where: SplitInfo(A) measures the entropy of 
the partitioning of SSS by attribute A. 
Additionally, C4.5 handles continuous 

attributes by discretizing them based on 
thresholds that maximize the Gain Ratio. 

Implementation details

The dataset contained continuous attributes 
such as “Speed” and “Temperature,” which were 
discretized into meaningful intervals to facilitate 
the construction of decision trees. For instance, 
“Speed” was divided into three ranges: 0–30 
km/h, 31–50 km/h, and above 51 km/h. This dis-
cretization ensured that the models could effec-
tively capture the relationships between attribute 
ranges and the target variable. The implementa-
tion of ID3 and C4.5 algorithms was carried out 
in Python, utilizing a combination of custom-de-
veloped scripts and libraries such as scikit-learn 
for certain auxiliary functionalities. This ap-
proach enabled efficient processing and analysis 
while maintaining flexibility for customization to 
meet the specific requirements of the study

Example calculation

For the attribute “Speed,” assume the dataset 
is divided as follows:
 • [0−30]: 30 instances of class 1, 10 instances 

of class 0,
 • [31−50]: 20 instances of class 1, 20 instances 

of class 0,
 • [51+]: 10 instances of class 1, 30 instances of 

class 0.

The calculated entropies for each interval
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where: p1 - is the proportion of instances in class 
1, and p0 is the proportion in class 0.

The conditional entropy H(S∣Speed)
H(S|Speed)H(S∣Speed) is computed as a weight-
ed sum of the entropies for each interval:
 • Interval 1 (0–30 km/h):
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 • Interval 3 (51+ km/h)
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Information gain tells us how much informa-
tion we gain by selecting a given attribute for 
splitting in the tree. We calculate entropy for each 
of the subsets (low, medium, and high speed): 
H(Slow), H(Smedium), H(Shigh). Sample calculations can 
be presented as follows: 
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Model performance comparison:
 • ID3: accuracy = 85%, precision = 80%, recall 

= 83%.
 • C4.5: accuracy = 88%, precision = 85%, recall 

= 87%.
 • MVDT: accuracy = 90%, precision = 87%, re-

call = 89%.
 • k-NN: accuracy = 86%, precision = 82%, re-

call = 84%.

While ID3 and C4.5 achieved slightly lower 
accuracy than MVDT, their interpretability and 
structured outputs make them particularly valu-
able for practical applications where decision-
making transparency is essential. The results 
demonstrate that ID3 and C4.5 provide a good 
balance between accuracy and interpretability. 
While MVDT achieved slightly higher accuracy, 
the decision trees built using ID3 and C4.5 offer 
clear, hierarchical decision structures, making 
them suitable for applications where understand-
ing the model’s decisions is crucia.

Dataset splitting strategy

The dataset was divided into three subsets to 
ensure balanced and reliable analysis:
 • training set: 70% of the data was used for 

training the models. This subset allowed the 
algorithms (ID3, C4.5, and k-NN) to learn the 
relationships between the input attributes and 
the output class. The large proportion ensured 
that the models had sufficient data to develop 
robust decision-making rules,

 • validation set: 15% of the data was used for 
validation. This subset played a key role in hy-
perparameter tuning, such as determining the 
optimal depth of decision trees or selecting the 
appropriate value of kkk in the k-NN model. By 
using a separate validation set, we minimized 
the risk of overfitting and ensured that the mod-
els generalized well to unseen data,

 • test set: 15% of the data was allocated as an 
independent test set. This subset was not used 
during the training or validation process, en-
suring an unbiased evaluation of the models’ 
performance.

To ensure the subsets were representative of 
the entire dataset, stratified sampling was em-
ployed. This approach preserved the distribution 
of classes across all subsets, preventing bias and 
ensuring that each subset accurately reflected the 
characteristics of the original dataset.

Evaluation methodology

The performance metrics reported in the 
manuscript were computed using the independent 
test set. This approach ensured that the results re-
flect the true predictive capabilities of the models 
under unseen conditions. The following metrics 
were calculated to evaluate the models:
 • accuracy: the proportion of correctly classified 

instances in the test set,
 • precision and recall: to assess the models’ per-

formance in distinguishing between classes 
effectively,

 • mean absolute error (MAE) and root mean 
square error (RMSE): to quantify the error be-
tween the predicted and actual values, provid-
ing an objective measure of the models’ ability 
to generalize.

The Figures 12 presents the Information Gain 
for three attributes: “Speed”, “Temperature” and 
“Distance”. Each bar represents the Information 
Gain value for the respective attribute, with the 
exact values displayed above the bars for clarity.

This analysis can be used to prioritize attri-
butes in decision-making processes or feature se-
lection for machine learning models.

To validate the effectiveness of the applied 
models in predicting energy consumption, the 
results of three different methods – multi-valued 
decision trees (MVDT), k-Nearest Neighbors 
(k-NN), and the Integrated Decision System – 
were compared against actual measured values. 
These comparisons were conducted to evaluate 
the predictive accuracy and robustness of each 
approach in modeling the energy consumption of 
electric vehicles under real-world driving condi-
tions. Figure 13 presents the performance of the 
multi- valued decision tree method, showcasing 
its ability to hierarchically segment the data and 
make predictions based on the most significant 
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Figure 12. Information gain for different attributes

attributes. Figure 14 illustrates the k-Nearest 
Neighbors method, highlighting its reliance on 
proximity-based classification and its ability to 
capture nuanced relationships in the data. Figure 
15 demonstrates the integrated decision dystem, 
which combines the strengths of all three meth-
ods (MVDT, ID3/C4.5, and k-NN) into a unified 
framework for enhanced prediction accuracy.

These Figure 13–15 provide a comparative 
visualization of actual energy consumption val-
ues and their predicted counterparts, offering in-
sights into the reliability and efficiency of the ap-
plied algorithms.

The excellent alignment between predicted 
and actual values is attributed to the robustness 

of the models (MVDT, k-NN, and the integrated 
system), which effectively capture relationships 
in the dataset, combined with high-quality pre-
processing and feature selection. Additionally, 
the dataset’s inherent characteristics may natu-
rally favor strong performance without indicat-
ing overfitting.

To further address potential overfitting con-
cerns, we calculated additional metrics, includ-
ing MAE and RMSE, for the independent test 
set. These metrics, now included in the manu-
script, confirm that the models generalize well 
to unseen data and do not merely memorize pat-
terns from the training set.

Figure 13. Comparison of actual values with predictions for the multivalued logic tree method 
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Figure 14. Comparison of actual values with predictions for the kNN method

Figure 15. Comparison of actual values with integrated predictions

Qualitym metrics

We report the mean absolute error (MAE) and 
root mean square error (RMSE) for each model as 
follows:
 • Mean absolute error (MAE):

− multi-valued decision tree (MVDT): 2.35
− k-nearest neighbors (k-NN): 2.12
− Integrated system: 1.98

 • Root mean square error (RMSE):
− multi-valued decision tree (MVDT): 2.89
− k-nearest neighbors (k-NN): 2.45
− Integrated system: 2.21

These metrics were calculated based on the 
absolute and squared differences between the 

predicted and actual values for the independent 
test set. They provide an objective measure of 
the prediction error, with lower values indicating 
better performance. The reported metrics con-
firm that the integrated system achieves the best 
performance, with the lowest MAE and RMSE 
values. This indicates that the integrated system 
not only provides a good fit but also generalizes 
well to unseen data. The relatively low values for 
the individual models (MVDT and k-NN) further 
demonstrate their reliability.

In Figure 16, the comparison of MAE and 
RMSE values for different modelsis presented. 
This chart illustrates the performance of each 
model in terms of error metrics, highlighting the 



106

Advances in Science and Technology Research Journal 2025, 19(4), 91–108

superior generalization capability of the integrat-
ed system, which achieves the lowest MAE and 
RMSE values among the three.

Integrated decision classifier

The integrated decision classifier combines 
the results from three models using established 
weights. All three models contribute differently 
to the final prediction, thus we introduce the fol-
lowing weights:
 • α = 0.4 for MVDT (multivalued decision trees), 

as this model is more stable in regression;
 • β = 0.3 for ID3/C4.5, as the classification is 

more simplified;
 • γ = 0.3 for k-NN, which provides accu-

racy through proximity but can be prone to 
deviations.

The final integrated formula::

 

( ) ( ) ( )2 2 2
test train test train test traind V V D D T T= − + − + −  (16) 
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For example, for the input data:
 • average speed [V]: 50 km/h,
 • distance [D]: 60 km,
 • temperature [T]: 10 °C,
 • MVDT prediction: the decision tree predicted 

energy consumption at 14 kWh/100 km,
 • k-NN prediction: k-NN estimated energy con-

sumption based on the nearest neighbors at  
13.5 kWh/100 km,

 • ID3/C4.5 prediction: ID3/C4.5 assigned 
this sample to the medium category 

(medium consumption), which corresponds 
to a value of 2 (on a classification scale 
where low = 1, medium = 2, high = 3). 
Prediction(x) = 5.6 + 0.6 + 4.05 = 10.25 
kWh/100 km.

CONCLUSIONS

This study analyzed several approaches to pre-
dicting energy consumption based on parameters 
such as speed, distance, and temperature. Three 
different classification and regression methods 
were used to obtain more accurate results:
 • k-NN (k-nearest neighbors) – this algorithm 

predicts the result based on the similarity of 
new data to previously known samples. Cal-
culations are performed by measuring the Eu-
clidean distance between samples and select-
ing the nearest neighbor.

 • ID3/C4.5 – the decision tree algorithm clas-
sifies data based on entropy and informa-
tion gain measures. Splitting the data at each 
node allows classification into categories 
such as “low”, “medium,” and “high” energy 
consumption.

 • MVDT (multivalue decision trees) – multivalued 
decision trees rely on logical data splits into dif-
ferent values, with speed being a key factor.

An integrated approach was taken by combin-
ing the results from three different methods: k-NN, 
ID3/C4.5, and MVDT. Each of these methods 
brings a unique approach to data analysis—k-NN 

Figure 16. Comparison of MAE and RMSE values for different models
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is based on sample similarity, ID3/C4.5 uses deci-
sion trees, and MVDT employs multivalued logic. 
Combining the results of these methods provides 
more accurate and balanced predictions. The 
integration of results from three different mod-
els yielded more precise predictions than each 
method individually. MVDT provided more logi-
cal and intuitive results for higher speeds, while 
k-NN and ID3/C4.5 effectively supplemented 
predictions for more diverse samples. Key factors 
affecting energy consumption:
 • speed was found to be the most important pa-

rameter. As speed increases, energy consump-
tion rises significantly, which was evident in 
the results of both MVDT and k-NN,

 • distance also plays a significant role, especial-
ly in the ID3/C4.5 method, where classifica-
tion was largely based on distance,

 • speed (V): vehicle speed is one of the most sig-
nificant factors influencing energy consump-
tion. As speed increases, energy demand rises 
due to higher aerodynamic resistance and the 
need for the engine to maintain more power.

 • speed values such as 40 km/h, 50 km/h, and 60 
km/h allowed for differentiating energy con-
sumption, especially in methods like MVDT, 
where higher speeds caused notable increases 
in energy consumption (e.g., from 13 kWh/100 
km to 15 kWh/100 km).

In conclusion, analyzing parameter values in 
the integrated system enabled more accurate en-
ergy consumption predictions in vehicles, allow-
ing for better route planning and more efficient 
resource management. The next step will be the 
application of the integrated decision-making 
system, which will combine the described classi-
fication methods – k-NN, ID3/C4.5, and MVDT – 
into a single advanced predictive mechanism. The 
integrated system will enable better energy con-
sumption predictions by leveraging the strengths 
of each method, taking into account their individ-
ual weights and strengths. This approach will al-
low the model to flexibly adapt to various scenar-
ios, helping to make more accurate decisions and 
optimize resource utilization in changing condi-
tions. This work serves as an introduction to fur-
ther research, where an integrated decision sys-
tem will be applied, considering a broader spec-
trum of data and more advanced analyses. Future 
work will demonstrate how the integrated system 
affects prediction efficiency compared to individ-
ual methods, leading to a better understanding of 

the importance of weights and parameters in the 
decision-making process.

The purpose of this study was to develop a 
comprehensive and efficient decision- making 
framework for evaluating the energy consump-
tion of electric vehicles under real-world traffic 
conditions. This research addressed the need for 
accurate, interpretable, and practical models to 
support real-time decision-making and energy 
optimization in EV operations. Long-established 
methods such as multivalued decision trees, ID3/
C4.5, and k-nearest neighbors were employed due 
to their proven effectiveness in various domains. 
Their combination in this study leveraged their 
individual strengths – multivalued decision trees 
provided hierarchical interpretability, ID3/C4.5 
ensured robust classification, and k-NN captured 
nuanced relationships in complex data. The nov-
elty of this research lay in integrating these well-
known methods into a unified decision-making 
framework tailored to the specific challenges of 
energy consumption analysis in electric vehicles. 
Unlike previous studies, this approach considered 
long-term, real-world operational data, including 
varying environmental and traffic conditions. The 
research demonstrated the potential of this inte-
grated framework to enhance energy efficiency 
and resource management for sustainable trans-
portation systems.
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