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INTRODUCTION

The most important aspect of diagnostics 
in the cutting process is recognizing the degree 
of tool wear. Tool wear often occurs randomly 
and is one of the most complex phenomena in 
the cutting process. It can lead to consequences 
such as damage to the workpiece or even dam-
age to the machine tool. The tool wear process 
is cyclical, and the duration of a single wear 
cycle is relatively short.

Various physical phenomena inherently 
linked to the cutting process are used for tool 

diagnostics. Tool wear is associated with an in-
crease in cutting forces, the current drawn by 
the drive motor, acoustic emission, mechanical 
vibrations, temperature, noise levels, etc. Often, 
these relationships are non-monotonic, and subtle 
geometric changes in the tool frequently deter-
mine the momentary increase or decrease in the 
physical quantities. All of this affects not only the 
tool’s durability but also the technological effects 
and accuracy of the process.

Therefore, the diagnostics of the cutting pro-
cess involves measuring signals of one (or several 
simultaneously) of the aforementioned quantities 
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and, based on their appropriate measures, obtain-
ing information about the state of the tool or the 
process in general. The key to achieving this goal 
is the use of appropriate measurement sensors and 
diagnostic inference models. Modern inference 
models often rely on machine learning, achieving 
high efficiency. The authors of the study [1] ana-
lyzed the frequency of using artificial intelligence 
methods in 56 articles published over the last 10 
years (in this journal) concerning milling process-
es. The most frequently published articles were 
about artificial neural networks, followed by the 
hidden Markov model, support vector machines, 
principal component analysis, C-means cluster-
ing, K-star, relevance vector machines, extreme 
learning machines, and others. Their common 
feature was that the input data for the diagnostic 
model came from sensors measuring the physical 
phenomena accompanying the cutting process.

In monitoring the cutting process, the most 
commonly used signals are cutting forces [2–4], 
vibrations [5–7], and acoustic emission [8–12]. 
After determining the appropriate measures, the 
input data is processed by a suitable diagnostic 
model based on artificial intelligence. Currently, 
the most popular artificial intelligence methods 
include neural networks (NN), image recognition 
(IR), fuzzy logic (FL) and the evolution of fuzzy 
rules, adaptive neuro-fuzzy inference systems 
(ANFIS), Bayesian networks, support vector ma-
chines (SVM), decision and regression trees, k-
nearest neighbors algorithm (kNN), hidden Mar-
kov model (HMM), singular spectrum analysis 
(SSA), and genetic algorithms (GA) [13].

Many machine learning methods can be ap-
plied to solve the problem of diagnosing the tech-
nical condition, including the state of the tool [14]. 
Each of them has its pros and cons. It is important 
to remember that there is no single method that 
provides the best results for every data set, hence 
the necessity to compare several before making 
the final choice of algorithm. It is worth mention-
ing some of them due to their application in the 
later part of this work.

One of the most popular machine learning 
(artificial intelligence AI) techniques is neural 
networks. Their most important advantage is 
their ability to generalize and highlight hidden 
relationships between input and output data [15, 
16]. Neural networks are successfully used in 
both direct and indirect measurements of tool 
wear. Moreover, they can be applied to any cut-
ting method such as turning [17, 18], milling 

[19, 20], grinding [21], etc. Sometimes hybrid 
models are used, as in the study [22]. The pro-
posed hybrid model provided very good results 
in determining progressive tool wear. During 
milling, a deep convolutional neural network 
was used to analyze data from vibration and cut-
ting force sensors. Experimental studies showed 
that the proposed method is significantly better 
than other advanced methods. The only draw-
back of neural networks is the need for a suf-
ficiently large dataset to achieve the highest effi-
ciency. In industrial applications, this condition 
is not always easy to meet.

Another popular machine learning tech-
nique is decision trees, which are most often 
used for classification. Decision trees can han-
dle both categorical and numerical data. A ma-
jor advantage of classification trees is the easy 
and straightforward interpretation of results by 
humans (white-box model), which can be pre-
sented as a set of classification rules. These rules 
can be easily implemented in automated super-
vision systems. Another advantage is the lack of 
necessity for feature selection, as features are 
automatically selected during the comparison of 
quality measures at a given tree node. However, 
drawbacks include susceptibility to overfitting, 
sensitivity to the rotation of the training set, 
and generally high sensitivity to changes in the 
training set [23].

An important group of machine learning 
methods is ensemble learning, including ran-
dom forests. Predictions are made based on the 
voting of many independent trees. It has been 
shown that even a set of weak independent clas-
sifiers, which perform only slightly better than 
random guessing, can, through voting, provide 
very accurate predictions. The independence of 
individual trees is achieved by randomly select-
ing subsets of features based on which the indi-
vidual trees are built, which reduces the variance 
of the overall model [24].

The k-nearest neighbors (kNN) method is an 
algorithm that classifies an entry based on its near-
est neighbors. This technique is quite effective in 
labeling unidentified input data. The kNN method 
is used in a number of machine learning tasks, 
such as computer vision and handwriting recog-
nition [13]. The method is simple to interpret and 
boils down to determining the nearest neighbors 
of the recognized vector based on a chosen dis-
tance measure [25]. However, the drawback is 
the lack of a generalizing model and the need to 



367

Advances in Science and Technology Research Journal 2025, 19(2), 365–382

calculate the distance measure from all training 
patterns, which is associated with relatively long 
computation times.

The practical application of machine learn-
ing in cutting processes aims to determine the 
state of the tool cutting edge as either usable 
or unusable. Thus, it is a classification task. In 
autonomous machining centers, the basic infor-
mation needed is whether the tool should be re-
placed with a new one or if it can still be used. 
The classification process involves processing 
data from measurement sensors, determining 
signal measures and based on machine learning, 
deciding whether the tool is usable or not.

This work aims to apply machine learning al-
gorithms to recognize the state of the tool during 
the precision milling of hardened tool steel. To 
this end, the method of selecting measures and 
their use in machine learning is presented. An es-
sential part of the work is also the procedure for 
minimizing input data while maintaining the as-
sumed effectiveness of the inference system. The 
results of the work can be used to build an effec-
tive diagnostic system.

SCOPE OF RESEARCH

The research was conducted on a 3-axis high-
speed milling center, DMC70V hi-dyn, with a 
Heidenhain TNC 426M controller, equipped 

with a spindle with a maximum rotational speed 
of n = 30.000 rpm.

The workpiece material used was hot-worked 
alloy tool steel 55NiCrMoV7 with a hardness of 50 
HRC. The chemical composition of the steel is pro-
vided in Table 1. The workpiece was in the shape of 
a rectangular prism with dimensions 200 × 100 × 84 
mm, clamped in a machine vise (Fig. 1).

The tool used was a solid toroidal end mill 
with a diameter of D = 12 mm (corner radius rε 
= 0.5 mm, rake angle γf = -5°, number of cut-
ting edges z = 4, helix angle of the main cutting 
edge λs = 55°) from FRAISA, symbol X7200491 
(Fig. 2a). The end mill had a TiCN wear-resistant 
coating and was mounted in a thermal holder 
from Kelch, 12 HSK50E, with the designation 
8466100130 (Fig. 2b).

The parameters for milling are presented in 
Table 2. The research was conducted for six dif-
ferent cutting speeds vc, while keeping the other 
parameters constant.

RESEARCH METHODOLOGY 

Milling was performed in the climb milling 
mode over a cutting path L = 200 mm (a single 
pass along the longest side of the rectangular 
prism). For each cutting speed vc, the tool wear 
was measured after a specified number of passes. 
The tool wear indicator used was the flank wear 

Table 1. Chemical composition of steel 55NiCrMoV7 [26]
C Mn Si P S Cr Mo Ni V

0.5–0.6 0.6–0.9 0.1–0.4 < 0.03 < 0.03 0.8–1.2 0.15–0.25 1.5–1.8 0.05–0.15

Figure 1. Photo of the clamped sample and view during milling
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width at the corner – VBc (Fig. 3). Measurement 
of VBc was conducted using a ZEISS SteREO 
Discovery V12 stereoscopic microscope (Fig. 4). 
The flank wear width VBc was measured for each 
of the 4 cutting edges and then the average value 
was determined.

The number of passes after which tool wear 
was measured was variable and depended on 
the current value of the wear indicator. Mea-
surements were most frequently taken after 
50 or 100 passes over the path L = 200 mm. 
The criterion for tool wear was set at:

Table 2. Milling parameters used in the experiments
Cutting speed vc [m/min] 300 500 600 700 800 1000

Feed per tooth fz [mm/tooth] 0.05

Rotational speed n [rpm] 7962 13270 15924 18577 21231 26540

Feed rate vf [mm/min] 1592 2654 3185 3715 4246 5308

Radial depth of cut ae [mm] 0.2

Axial depth of cut ap [mm] 2

 Figure 2. Solid end mil

Figure 3. Schematic of the VBc measurement

Figure 4. ZEISS Stereo Discovery V12 stereoscopic microscope
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 VBc = 0.3 mm 

In parallel with the tool wear measurements, 
vibration acceleration measurements were con-
ducted. Piezoelectric sensors from Bruel&Kjaer, 
model 4321, were used for measuring vibration 
accelerations. The sensors were mounted on the 
clamp and spindle using threads. The following 
directions were analyzed (Fig. 5):
 • Channel 1 – sensor mounted on the clamp in 

the normal feed direction – Cl_AfN,
 • Channel 2 – sensor mounted on the clamp in 

the thrust direction – Cl_Az,
 • Channel 3 – sensor mounted on the spindle in 

the normal feed direction – Sp_AfN,

 • Channel 4 – Sensor mounted on the spindle in 
the thrust direction – Sp_Az.

Figure 6 shows the setup for measuring and 
analyzing vibration accelerations. Signals from 
the sensors were transmitted to a NEXUS ampli-
fier from Bruel&Kjaer and then to an analog-to-
digital converter. The signals from the converter 
were recorded by a computer using special soft-
ware, AnalizatorADV01, with a sample screen-
shot shown in Figure 7.

The absolute acceleration signals were record-
ed and sampled synchronously at a frequency of fp 
= 65536 Hz from four channels of the converter. 
Such a high-frequency bandwidth allowed for the 

Figure 5. Analyzed vibration directions 

Figure 6. Diagram of the vibration acceleration measurement path
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potential analysis of phenomena related to friction 
in accordance with the suggestions contained in 
[27]. The first two channels covered vibration ac-
celerations recorded on the clamp (in the normal 
feed direction and radial directions). The next two 
channels were connected to the acceleration sig-
nals recorded in the same directions but from the 
measurement point on the spindle. The spindle is 
relatively the least problematic location for sensor 
mounting in practical production. Unfortunately, 
the measured vibrations are not only related to 
the technological process but also to all vibration 
sources arising within the spindle itself and related 
to the spindle’s drive. On the other hand, placing 
the vibration transducer on the clamp leads to sev-
eral issues related to workpiece mounting, risk of 
cable breakage, potential sensor damage, negative 
interaction of coolant directly on the sensor, etc. 
However, the sensor mounted on the clamp seems 
to be directly closer to the cutting process itself, 
which, as initially assumed, should allow for a 
more accurate diagnosis of tool wear.

Figure 8 shows the kinematic and geometric 
diagram of down milling with the cutting angle ψ. 
indicated. Knowing the kinematic and geometric 
parameters of milling, the number of active cut-
ting edges zc (the number of edges simultaneously 
cutting) for a helical end mill can be calculated 
using Equation 1.
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 (1)

where:  ψ – cutting angle of the mill; ψz – inter-
edge spacing angle; B – width of milling 
B = ap; z – number of cutting edges; λs – 
helix angle of the main cutting edge
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 zc_min = 0, zc_max = 1 

This means that the maximum number of ac-
tive cutting edges is 1, while the minimum is 0. 
This is related to the impulsive nature of the mill’s 
operation, which is clearly visible in the example 
spectrum shown in Figure 9. For all other cases, 

Figure 7. Screenshot of a program for recording and analysis of vibrations: top left window – sensor mounted on 
the clamp in the normal feed direction, top right window – sensor mounted on the clamp in the thrust direction, 
bottom left window – sensor mounted on the spindle in the normal feed direction, bottom right window – sensor 

mounted on the spindle in the thrust direction 

Figure 8. Kinematic and geometric diagram of down 
milling
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the spectrum predominantly featured frequencies 
related to the kinematics of milling, mainly the 
component z·fn – the frequency of rotation multi-
plied by the number of cutting edges.

RESULTS ANALYSIS

Figure 10 presents example images of tool wear 
for an average VBc value of 0.52 mm at a cutting 
speed of vc = 700 m/min. The visible damage to 
the cutting edge in the form of abrasive wear may 
result from excessive mechanical loads, which can 
occur when working at too high a cutting speed. 
Chipping of the cutting edge on the flank surface, 
characteristic of tool operation under difficult cut-
ting conditions or caused by a sudden impact force, 
is also noticeable. Similar results were obtained 
for all other cutting speeds tested. Changes in the 
VBc indicator as a function of cutting time tc for all 
tested cutting speeds are shown in Figure 11 Based 
on these curves (using the wear criterion), the tool 
life for all cutting speeds can be determined (Fig-
ure 12). The longest tool life was obtained at the 

lowest cutting speed vc = 300 m/min, amounting to 
T = 580 min. Achieving the longest life at the low-
est cutting speed is expected and consistent with 
Taylor’s tool life equation. Ambiguous results were 
obtained only for the speeds vc = 700 m/min and vc 
= 800 m/min. The changes in VBc as a function of 
cutting time tc are similar, and the differences in 
tool life are comparable, although a slightly longer 
life was achieved for vc = 800 m/min – T = 58 min 
(vc = 700 m/min – T = 52 min).

The tool life graph (Figure 12) allows for pre-
dicting the tool life for cutting speed ranges that 
were not tested. For this purpose, the so-called 
Taylor’s equation is ideal, shown in the form T 
= C/vc

s, where s = 2.88. As tool wear progresses, 
the intensity of physical phenomena associated 
with the cutting process increases. With increas-
ing VBc indicator, the amplitude of vibration ac-
celerations changes, but this relationship is not 
monotonic. This means that increased tool wear 
does not always lead to increased vibration am-
plitude. The tool wear process involves not only 
wear on the cutting surface but also wear on the 
cutting edge surface, micro-chipping of the cutting 

Figure 9. Example spectrum for the sensor mounted in the normal feed direction to the Cl_AfN clamp

Figure 10. Tool wear images for VBc = 0.52 mm (at vc = 700 m/min)



372

Advances in Science and Technology Research Journal 2025, 19(2), 365–382

edge, cracks, build-up, etc. These symptoms of-
ten occur randomly, resulting in a non-monotonic 
distribution of vibration measures as a function of 
tool wear. Figure 13 shows example changes in vi-
bration acceleration as a function of tool wear for 
a cutting speed of vc = 800 m/min. Each point on 
the graph is represented by the root mean square 
(RMS) value calculated from the vibration data 
in the time domain. Channels 1–4 were described 
earlier. The coefficient of determination R2 is quite 
high, indicating a good fit of the results to the trend 
line, but inference based on an explicit mathemati-
cal form is fraught with significant uncertainty. 
Machine learning methods are definitely better 
suited for this purpose.

APPLICATION OF MACHINE LEARNING 
METHODS FOR TOOL CONDITION 
MONITORING

Preprocessing

The initial goal of the analysis was to assess 
whether measurements taken from the spindle 
provide acceptable diagnostic accuracy for the 
tool’s condition. Another important issue is the 
impact of cutting speed on the vibration signal 
used as input for the tool condition diagnostic 
system. Obtaining information about the cutting 
speed requires integration with the machine con-
trol system as well as acquiring information from 

Figure 12. Effect of cutting speed vc on tool life T

Figure 11. Variation of the VBc indicator as a function of cutting time tc for the tested cutting speeds vc
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the operator, which in industrial conditions is as-
sociated with a significant risk of error. Therefore, 
another goal of the study was to attempt to elimi-
nate the dependence on cutting speed information 
from the decision-making process regarding the 
tool’s condition. This approach aims to develop 
an autonomous diagnostic system that reports the 
tool condition based solely on vibration signals.

Of course, it should be noted that the con-
ducted tests might not be adequate if the type of 
tool or the machined material changes. Vibration 
measurements included a total of 411 recordings, 
each approximately 1.5 seconds in length. Each 
recording covered a segment of the signal where 
the tool was entirely working in the material. For 
model construction, the fusion of vibration signal 
recordings and recorded tool wear indicator val-
ues (VBc) was performed.

Figure 14 illustrates sample fragments of vibra-
tion acceleration recordings obtained during the cut-
ting process at a cutting speed of vc = 300 m/min. In 
the left column, signals related to the initial stage of 
tool wear (VBc = 0 mm) are shown, while the right 
column presents advanced tool wear stages (VBc = 
0.375). The subsequent rows represent measurement 
points and directions, including clamp - normal feed 

direction (Cl_AfN), clamp - thrust direction (Cl_AZ), 
spindle - normal feed direction (Sp_AfN), and spindle 
- thrust direction (Sp_AZ)

Analysis of the sample compilation from Figure 
14 and many other comparisons shows that the na-
ture of vibrations recorded on the clamp and spindle 
is different. The dynamics of signal level changes 
in both measurement points also vary between new 
tools and tools with advanced wear. In many cas-
es, changes in vibration levels are most significant 
in the resistance direction for the clamp and in the 
feed direction for the spindle. This could be due to 
the differing stiffness of the system in both direc-
tions at various measurement points. Analyzing the 
example in Figure 14, it seems that simple signal 
measures such as RMS might be sufficient for deter-
mining the tool condition or wear extent. Unfortu-
nately, this view is significantly distorted by varying 
cutting speeds, which we do not wish to include in 
the model. Figure 15 shows RMS values across the 
entire measurement band for all available data.

As can be seen from the analysis in Figure 15, 
it is necessary to use more advanced methods to 
build a multiparametric model that assesses tool 
wear based solely on vibration signals without 
considering cutting speed vc. The first approach 

Figure 13. Changes in the root mean square value of vibration accelerations as a function of tool wear 
for the 4 tested channels and for vc = 800 m/min
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Figure 14. Compilation of sample segments of vibration signal recordings for the cutting process at vc = 300 m/min.
In the left column – new tool, in the right column – tool after reaching VBc = 0.375 mm. Rows: a) clamp – 

normal feed direction (Cl_AfN), b) clamp-thrust direction(Cl_AZ), c) spindle – normal feed direction (Sp_AfN), 
and d) spindle-thrust direction (Sp_AZ)

Figure 15. Effective values of vibration accelerations as a function of the wear indicator VBc  
for all available data.
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Figure 16. Comparison of sample frequency domain analysis results of the vibration signal for the cutting 
process at vc = 300 m/min. Analyses pertain to signals from Figure 14

Figure 17. The cascading plot of RMS values was determined in 100 Hz bands. Results are ordered by 
increasing VBc. The plot includes all examples from different cutting speeds. Figures a) measurement point on 

the clamp, b) on the spindle

involved attempting to isolate frequency bands 
that might allow a selective choice of diagnostic 
measures. Figure 16 presents the results of fre-
quency domain analysis for the same example 
signals shown in Figure 14.

The comparison of the spectra presented in 
Figure 16 suggests that crucial information about 
tool wear changes often lies in narrow frequency 
bands, which typically differ for various measure-
ment points. Sometimes these changes are not 
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straightforward; for instance, in Figure 15d, the 
dominant component for the new tool decreased 
with increasing wear, while another component 
became dominant. To identify active frequency 
bands and extract those containing information 
about tool wear, cascading plots were created 
showing RMS values of vibration accelerations in 
bands of an arbitrarily chosen width of 100 Hz for 
all available recordings. The results were ordered 
by progressing wear measured by VBc. RMS val-
ues in bands were calculated from spectral analy-
sis results. Sample comparisons for the feed di-
rection and measurement points on the clamp and 
spindle are shown in Figure 17.

The conducted analysis allowed extracting 
information about significant frequency bands 
related to changes with wear progression. The 
assumption is that replacing wide-band analyses 
with narrow-band analyses should enhance sensi-
tivity. Another preliminary data selection attempt 
involved singular spectrum analysis (SSA) [28]. 
This method was chosen because of its capabil-
ity to extract only the most significant information 
from the vibration signal. SSA is used for decom-
position, trend extraction, periodicity detection and 
extraction, filtering, denoising, and forecasting. A 
time series signal can be the sum of many compo-
nents, including noise. SSA analysis can isolate the 
most critical components of the signal for separate 
consideration. The SSA component extraction al-
gorithm starts with using a given time series YT = 
(y1, y2, ... yT) cto determine the trajectory matrix:
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where: L is the time window width.

This way the time series is divided into 
overlapping segments. In the next step, SVD 

decomposition was applied to determine the Ei-
genvalues and Eigenvectors of the Matrix XXT 
[28-30]. Matrix X can be defined as: 
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where: λ1 ≥ λ2 ... ≥ λL ≥ 0 and u1, u2 ... uL are re-
spectively eigenvalues and eigenvectors 
of the matrix XXT, vi = XTui/ 
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 , d = 
max{i ∈ {1, ..., L}: λi > 0} Xi

 define el-
ementary matrices.

In the next stage, a group of l eigenvectors 
(1 ≤ l ≤ L) is selected. To do this, the entire set 
of indices i {1, 2, ... d} is divided into disjoint 
subsets  L = {i1, i2 ... ip}. For a given group, it can 
be written as:

 

 

𝑧𝑧𝑐𝑐 =  𝛹𝛹
𝛹𝛹𝑧𝑧

+ 𝐵𝐵 ∙ 𝑧𝑧 ∙ 𝑡𝑡𝑡𝑡𝜆𝜆𝑠𝑠
𝜋𝜋 ∙ 𝐷𝐷  (1) 

𝑧𝑧𝑐𝑐 =  14.8
90 + 2 ∙ 4 ∙ 𝑡𝑡𝑡𝑡55

𝜋𝜋 ∙ 12 = 0.47  
zc_min = 0, zc_max = 1 
 

𝑋𝑋 = [ 𝑦𝑦1 𝑦𝑦2  … 𝑦𝑦𝑇𝑇−𝐿𝐿+1 𝑦𝑦2 𝑦𝑦3  … 
𝑦𝑦𝑇𝑇−𝐿𝐿+2  … … … … 𝑦𝑦𝐿𝐿 𝑦𝑦𝐿𝐿+1  … 𝑦𝑦𝑇𝑇 ], (2) 

𝑋𝑋 = ∑𝑑𝑑
𝑖𝑖=1 √𝜆𝜆𝑖𝑖𝑢𝑢𝑖𝑖𝑣𝑣𝑖𝑖

𝑇𝑇 = ∑𝑑𝑑
𝑖𝑖=1 𝑋𝑋𝑖𝑖,     (3) 

 𝑣𝑣𝑖𝑖 = 𝑋𝑋𝑇𝑇𝑢𝑢𝑖𝑖/√𝜆𝜆𝑖𝑖, 𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚 {𝑖𝑖 ∈ {1, … , 𝐿𝐿} ∶  𝜆𝜆𝑖𝑖 > 0}, 𝑋𝑋𝑖𝑖 define elementary matrices. 
𝑋𝑋𝐿𝐿 = ∑𝑗𝑗𝑗𝑗𝐿𝐿 √𝜆𝜆𝑗𝑗𝑢𝑢𝑗𝑗𝑣𝑣𝑗𝑗

𝑇𝑇      (4) 
 
 o𝑚𝑚𝑤𝑤 = 1 − 1

𝐾𝐾 ∑𝐾𝐾
𝑖𝑖=1

𝑛𝑛𝐹𝐹𝑖𝑖
𝑛𝑛𝑖𝑖

 
  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃  

–  

𝑅𝑅𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹  

 

𝐹𝐹1 = 2 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∙  𝑅𝑅𝑃𝑃𝑃𝑃
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝑅𝑅𝑃𝑃𝑃𝑃  

 

 (4)

The final step of the algorithm involves re-
constructing the time series, which serves as an 
approximation Y. This is done by diagonal aver-
aging each  to obtain subsequent components. 
The resulting components of the time series can 
be used for further analysis.

Sample fragments of recordings obtained on the 
spindle in the feed direction during the initial phase 
of tool operation and after reaching wear VBc  ≈ 0.1 
mm, along with their distributions on the three most 
important components, are shown in Figure 18.

Although, as shown in the figures, the most 
significant information is concentrated in the first 
principal component, the results of the proposed 
transformation were still used. It was assumed 
that during the model training phase, methods 
that automatically select the most relevant fea-
tures for classification or regression (e.g., de-
cision trees or random forests) would utilize 
measures based on different components. If the 

Figure 18. a) Example of vibration acceleration signal recorded during the experiment, b) Example of the three 
components obtained using SSA



377

Advances in Science and Technology Research Journal 2025, 19(2), 365–382

essential diagnostic information is contained in 
the first components, then excluding the others, 
considered as noise, may improve the model’s 
quality. On the other hand, further components 
obtained through SSA may be related to more 
subtle changes in signal characteristics, which 
might omit phenomena related to, for example, 
process kinematics that might not carry diagnos-
tically useful information. Thus, the proposed 
analysis was deemed justified.

Classification of tool condition using machine 
learning methods and results

To build the classifier, it was assumed that a 
value of VBc = 0.35 mm distinguishes between a 
usable and unusable tool. Measures of vibration 
signals were considered in full band of frequency 
and separately in filtered bands (see Table 3). It was 
also taken into account the most important compo-
nents obtained through SSA (for full band signals). 
Vibration signals were recorded on the spindle 
and vice in the feed and radial directions. The fol-
lowing measures were determined (for vibration 
signals and SSA components), which were the in-
put to the various classification models: effective 
value (RMS), peak value, mean peak value from 

several realizations, average signal value, root am-
plitude, peak factor, shape factor, clearance factor, 
impulsivity factor, kurtosis, skewness, and Rice 
frequency. Definitions of the applied measures 
can be found in [27]. Several classifier algorithms 
were used to compare results, based on the princi-
ple that there is no single best method for all types 
of data. These included: binary classification and 
regression trees (CART), random forests, nearest 
neighbor classifiers, and a Multi-Layer Perceptron 
(MLP) neural network with a softmax output layer. 
Deep learning methods were not considered due 
to the small number of examples. Before building 
the model, the data was normalized and centered. 
To determine the best model, training and test sets 
were created -see Figure 19. Comparative analyses 
were conducted based on the training set, with hy-
perparameter tuning performed using 5-fold cross-
validation (CV) and mean squared error (MSE). 
The models used and the changed hyperparameters 
tested using cross-validation are listed below:
 • CART decision tree; hyperparameters: 

max depth of the tree (in the range from 2 to 
20), split criterion (entropy and Gini index)

 • k-Nearest neighbors algorithm; hyperparam-
eters: k neighbors (in the range from 1 to 20), 
distance metric (euclidian, city-block)

Table 3. Selected frequency bands based on previously presented analyses
Signals Included measures

Signals over the entire measurement range from 
the feed and radial directions measured on the 

clamp and spindle.
In total, 48 parameters for 4 channels.

1.
2.
3.
4.
5.
6.

rms,
peak,

mean_peak,
avg,
root,
CF,

7.
8.
9.

10.
11.
12.

FF,
CLF,
IF,

kurtosis,
skewness,

Rice_f

Filtered signals in bands from the feed and 
radial directions measured on the clamp and 

spindle.
In total, 156 parameters.

13.
14.
15.
16.
17.
18.

rms,
peak,

mean_peak,
avg,
root,
CF,

19.
20.
21.
22.
23.
24.

FF,
CLF,
IF,

kurtosis,
skewness,

Rice_f
In bands: for the  clamp In bands: for the spindle

25.
26.
27.
28.
29.
30.
31.
32.
33.

Cl_AfN 2 – 2.5 kHz,
Cl_AfN 3 - 4 kHz,

Cl_AfN 4 – 4.5 kHz,
Cl_AfN 5 – 5.5 kHz,
Cl_AfN 7 – 7.5 kHz;
Cl_Az 2 – 2.5 kHz,
Cl_Az 4 – 4.5 kHz,
Cl_Az 8 - 9 kHz,

Cl_Az 9.5 – 10 kHz

34.
35.
36.
37.

Sp_AfN 3 – 3.5 Hz,
Sp_AfN 4 – 4.5 Hz,

Sp_AfN 5.5 – 6.5 Hz;
Sp_Az 3.5 - 5 Hz

Particular components obtained after SSA 
decomposition of the signal from the feed and 
radial directions measured on the clamp and 

spindle.
In total, 144 parameters.

38.
39.
40.
41.
42.
43.

rms,
peak,

mean_peak,
avg,
root,
CF,

44.
45.
46.
47.
48.
49.

FF,
CLF,
IF,

kurtosis,
skewness,

Rice_f
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 • Random forrest; Hyperparameters: number 
of estimators (from 20 to 80 with step of 10), 
maximum number of attributes (from 4 to 10), 
use of bootstrapping (true or false)

 • Neural network, hyperparameters: number 
of hidden layers, with one or two layers and 
varied number of neurons in the hidden layers 
(minimum of 4, maximum of 20).

Analyses were also performed assuming 
the availability of various measurement chan-
nels, which would simplify the diagnostic sys-
tem for assessing tool conditions. Table 4 shows 
the comparisons that were made and presents 
the best models obtained using the k-fold CV 
test for the given data set, as well as the results 
obtained during testing for the test set (weight-
ed accuracy, precision, recall, F1). The table 
shows the results for all available channels, for 
the measuring point on the clamp, and for the 

Table 4. Results of tests for different subsets of features

Signal source and applied preprocessing The best model based on 
performance on the train set

Results for test set
Weighted 
accuracy Precision Recall F1

All channels (sensors on clamp and 
spindle, both directions),
measures based on original signals 
and information about the speed of the 
cutting process

KNN classifier
city-block distance metric, 

k = 3
0.992 0.996 0.991 0.979

All channels (as above), measures 
calculated after applying the SSA 
transformation and information about the 
speed of the cutting process

KNN classifier
city-block distance metric, 

k = 3
0.980 0.974 0.966 0.970

All channels (as above), measures 
calculated based on bands displayed in 
Table 3 and information about the speed 
of the cutting process

KNN classifier
city-block distance metric, 

k = 7
0.999 0.991 1.000 0.996

Measurements only on the clamp, 
measures based on the original signals, 
without the information about the speed 
of the cutting process

Random forrest,
maximum number of 

attributes: 5, number of 
decision trees: 50.

0.971 0.973 0.948 0.960

Measurements on the clamp, measures 
calculated after applying the SSA 
transformation without the information 
about the speed of the cutting process

KNN classifier
city-block distance metric, 

k = 7
0.953 0.924 0.924 0.924

Measurements on the clamp, measures 
calculated based on bands displayed in 
Table 3 without the information about the 
speed of the cutting process

KNN classifier
city-block distance metric,

k = 1
0.985 0.982 0.973 0.978

Measurements on the spindle, measures 
based on the original signals without 
the information about the speed of the 
cutting process

KNN classifier
city-block distance metric, 

k = 4
0.986 0.991 0.974 0.982

Measurements on the spindle, measures 
calculated after applying the SSA 
transformation without the information 
about the speed of the cutting process

KNN classifier
city-block distance metric, 

k = 3
0.971 0.934 0.958 0.946

Measurements on the spindle, measures 
calculated based on bands displayed in 
Table 3 without the information about the 
speed of the cutting process

KNN classifier
city-block distance metric, 

k = 3
0.993 0.974 0.991 0.982

Figure 19. Algorithm for building models based on 
data subsets
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measuring point on the spindle. In the part of 
analyses whose results are presented in Table 4 
the cutting speed vc was not taken into account, 
which significantly simplifies the measuring 
system. The vc parameter when added by the 
human operator, can be prone to error which is 
why the diagnostic should not require it for the 
assessment of tool wear.

In these tables, the results are presented with 
weighted accuracy as the average accuracy across 
both classes. This measure seems more appropriate 
due to the uneven number of class representatives 
(338 for usable condition and 73 for unusable). 

Classification quality measures were calcu-
lated according to the following formulas:
 • weighted accuracy

 

 

𝑧𝑧𝑐𝑐 =  𝛹𝛹
𝛹𝛹𝑧𝑧

+ 𝐵𝐵 ∙ 𝑧𝑧 ∙ 𝑡𝑡𝑡𝑡𝜆𝜆𝑠𝑠
𝜋𝜋 ∙ 𝐷𝐷  (1) 

𝑧𝑧𝑐𝑐 =  14.8
90 + 2 ∙ 4 ∙ 𝑡𝑡𝑡𝑡55

𝜋𝜋 ∙ 12 = 0.47  
zc_min = 0, zc_max = 1 
 

𝑋𝑋 = [ 𝑦𝑦1 𝑦𝑦2  … 𝑦𝑦𝑇𝑇−𝐿𝐿+1 𝑦𝑦2 𝑦𝑦3  … 
𝑦𝑦𝑇𝑇−𝐿𝐿+2  … … … … 𝑦𝑦𝐿𝐿 𝑦𝑦𝐿𝐿+1  … 𝑦𝑦𝑇𝑇 ], (2) 

𝑋𝑋 = ∑𝑑𝑑
𝑖𝑖=1 √𝜆𝜆𝑖𝑖𝑢𝑢𝑖𝑖𝑣𝑣𝑖𝑖

𝑇𝑇 = ∑𝑑𝑑
𝑖𝑖=1 𝑋𝑋𝑖𝑖,     (3) 

 𝑣𝑣𝑖𝑖 = 𝑋𝑋𝑇𝑇𝑢𝑢𝑖𝑖/√𝜆𝜆𝑖𝑖, 𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚 {𝑖𝑖 ∈ {1, … , 𝐿𝐿} ∶  𝜆𝜆𝑖𝑖 > 0}, 𝑋𝑋𝑖𝑖 define elementary matrices. 
𝑋𝑋𝐿𝐿 = ∑𝑗𝑗𝑗𝑗𝐿𝐿 √𝜆𝜆𝑗𝑗𝑢𝑢𝑗𝑗𝑣𝑣𝑗𝑗

𝑇𝑇      (4) 
 
 o𝑚𝑚𝑤𝑤 = 1 − 1

𝐾𝐾 ∑𝐾𝐾
𝑖𝑖=1

𝑛𝑛𝐹𝐹𝑖𝑖
𝑛𝑛𝑖𝑖

 
  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃  

–  

𝑅𝑅𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹  

 

𝐹𝐹1 = 2 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∙  𝑅𝑅𝑃𝑃𝑃𝑃
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝑅𝑅𝑃𝑃𝑃𝑃  

 

 (5)

where: K – number of classes, number of false 
classifications for class i, the total number 
of examples in a class I.

 • precision 
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𝑇𝑇 = ∑𝑑𝑑
𝑖𝑖=1 𝑋𝑋𝑖𝑖,     (3) 

 𝑣𝑣𝑖𝑖 = 𝑋𝑋𝑇𝑇𝑢𝑢𝑖𝑖/√𝜆𝜆𝑖𝑖, 𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚 {𝑖𝑖 ∈ {1, … , 𝐿𝐿} ∶  𝜆𝜆𝑖𝑖 > 0}, 𝑋𝑋𝑖𝑖 define elementary matrices. 
𝑋𝑋𝐿𝐿 = ∑𝑗𝑗𝑗𝑗𝐿𝐿 √𝜆𝜆𝑗𝑗𝑢𝑢𝑗𝑗𝑣𝑣𝑗𝑗

𝑇𝑇      (4) 
 
 o𝑚𝑚𝑤𝑤 = 1 − 1

𝐾𝐾 ∑𝐾𝐾
𝑖𝑖=1

𝑛𝑛𝐹𝐹𝑖𝑖
𝑛𝑛𝑖𝑖

 
  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃  

–  

𝑅𝑅𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹  

 

𝐹𝐹1 = 2 ∙ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∙  𝑅𝑅𝑃𝑃𝑃𝑃
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝑅𝑅𝑃𝑃𝑃𝑃  

 

 (6)

where: TP – number of true positives classifi-
cations, FP – number of false positives 
classifications. 

 • recall
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𝛹𝛹𝑧𝑧

+ 𝐵𝐵 ∙ 𝑧𝑧 ∙ 𝑡𝑡𝑡𝑡𝜆𝜆𝑠𝑠
𝜋𝜋 ∙ 𝐷𝐷  (1) 

𝑧𝑧𝑐𝑐 =  14.8
90 + 2 ∙ 4 ∙ 𝑡𝑡𝑡𝑡55
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𝑋𝑋 = ∑𝑑𝑑
𝑖𝑖=1 √𝜆𝜆𝑖𝑖𝑢𝑢𝑖𝑖𝑣𝑣𝑖𝑖

𝑇𝑇 = ∑𝑑𝑑
𝑖𝑖=1 𝑋𝑋𝑖𝑖,     (3) 

 𝑣𝑣𝑖𝑖 = 𝑋𝑋𝑇𝑇𝑢𝑢𝑖𝑖/√𝜆𝜆𝑖𝑖, 𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚 {𝑖𝑖 ∈ {1, … , 𝐿𝐿} ∶  𝜆𝜆𝑖𝑖 > 0}, 𝑋𝑋𝑖𝑖 define elementary matrices. 
𝑋𝑋𝐿𝐿 = ∑𝑗𝑗𝑗𝑗𝐿𝐿 √𝜆𝜆𝑗𝑗𝑢𝑢𝑗𝑗𝑣𝑣𝑗𝑗

𝑇𝑇      (4) 
 
 o𝑚𝑚𝑤𝑤 = 1 − 1

𝐾𝐾 ∑𝐾𝐾
𝑖𝑖=1

𝑛𝑛𝐹𝐹𝑖𝑖
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𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹  
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 (7)

where: FN – number of false negatives 
classifications.

 • score F1 
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𝐾𝐾 ∑𝐾𝐾
𝑖𝑖=1
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𝑛𝑛𝑖𝑖
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 (8)

For the analyzed data, the k-nearest neigh-
bors method often proved to be the best clas-
sification method in our investigations. Mostly, 
classifiers with a small value of the parameter k 
were selected, which indicates a fairly complex 
data structure and the crucial importance of lo-
cal dependencies in the feature space. The best 
classifier was built based on signals from both 
measuring points and both directions. It also 
took into account information about the cutting 
speed. The accuracy obtained on its basis was 
0.999 and the failure detection efficiency (in the 
test data set) was 100%. However, this model 
is difficult to implement in practice because it 
requires entering information about the cutting 
speed into the diagnostic system and the loca-
tion of the measuring point on both the clamp 
and the spindle. Placing the vibration sensor on 
the clamp, in the working space of the tools, is 
troublesome in industrial conditions. It seems 
possible to simplify the measurement system 
by selecting just one point. It turns out that, for 
the material in question, the best point is on the 
spindle, rather than on the clamp. This suggests 
that, despite the spindle measurement being af-
fected by vibrations generated by the spindle 
itself, the excitations from the cutting process 
produce measurable responses on the spindle. A 
significant difficulty that may worsen the mea-
surement results on the clamp is the variable 
distance of the sensor from the contact point of 
the tool and material. Different frequency bands 
may be attenuated differently with changing 

Figure 20. Results of quality measures of the classifier, after including the information from only one of the 
measured directions



380

Advances in Science and Technology Research Journal 2025, 19(2), 365–382

distance from the source to the sensor, leading 
to greater variability in measurement condi-
tions. The reference analysis presented in Table 
4 shows that the information about cutting speed 
is not necessary either to develop a reliable tool 
condition diagnosis. At the cost of a slight de-
crease in classification quality (accuracy 0.993 
and probability of detecting an unfit state 0.991) 
the system can be simplified significantly. Un-
fortunately, this is associated with an increase 
in the number of false alarms regarding tool 
wear (precision 0.974). Further comparisons 
of results indicate a clear benefit from filtering 
the signal. For example, for measurements ob-
tained only from a point located on the spindle 
and without information about the cutting speed 
without signal filtering, the accuracy of the 
model drops from 0.993 to 0.986. The nature of 
the errors made by the classifier also changes. 
It will put out fewer false alarms, but it will ig-
nore the unfit state to a greater extent. Thanks 
to filtering, the signal bands with the highest 
information value are distinguished, which in-
creases the sensitivity to changes in the state of 
individual signal measures. Including measures 
from the most informative components obtained 
through SSA worsens the quality of predictions. 
Including three components results in too much 
information loss. Results are difficult to general-
ize to other processed materials, tools, or ma-
chines with different designs, but they can be 
seen as important as they show the potential for 
developing an effective diagnostic system based 
on simple measures of filtered signal bands ob-
tained from a sensor directly mounted on the 
spindle. Figure 20 presents classification results 
for the test set related to further attempts to sim-
plify the diagnostic system by using only one 
measurement direction from the sensor mounted 
on the spindle and filtered signal bands.

CONCLUSIONS

Simple methods of tool condition analy-
sis based on basic measures of the vibration 
signal (e.g. the RMS value of the signal) may 
prove insufficient to determine the condition of 
the tool with satisfactory accuracy. Hence, it is 
necessary to reach for models that take into ac-
count many measures simultaneously, which al-
lows for increasing the reliability of inference. 
For this purpose, many models with different 

hyperparameter values   should be developed and 
the results of inference based on a separate test 
set should be compared. Thanks to such methods, 
it was possible to build a model that allows for 
obtaining inference accuracy at a level of almost 
100%. Despite the existence of such a possibil-
ity, from a practical point of view, a compromise 
between accuracy and possibilities of industrial 
applications is necessary. Therefore, a simpli-
fied model was finally proposed, based only on 
the registration of vibrations on the spindle. Al-
though this point is further from the source and 
can be disturbed by the spindle drive, it turns 
out to be better in terms of distinguishing states. 
Additionally, it seems advisable to use a model 
that does not require operator intervention, and 
therefore does not take into account information 
about the cutting speed. Such a model, based 
on k-NN method, was built with an accuracy of 
99.3% for the test set, which allows for the de-
tection of over 99% of tool damage cases. This 
is the model we consider useful in practice. To 
sum up, the following conclusions can be drawn:
 • The applied machine learning method allows 

for the elimination of cutting speed vc from the 
tool condition assessment process, as well as the 
tool’s operational time, simplifying the diagnos-
tic system to an easily automatable measure-
ment of vibration accelerations on the spindle.

 • The best results were achieved through band-
pass filtering of the signal. Frequency selection 
enhances the sensitivity of individual measures 
by reducing the impact of phenomena that can 
introduce noise into the diagnostic signal.

 • Analysis based on a subset of components ob-
tained via SSA did not meet expectations. 

 • The results obtained for the test set suggest that 
the optimal measurement point in the problem 
under consideration is the spindle, even though 
theoretically this point might have other sourc-
es of vibrations, and the signal path from the 
source to the sensor is more “complex.” The re-
sults achieved exhibit very high accuracy.

 • When using signal filtering, a classifier with 
relatively high sensitivity and lower precision 
was developed, which may lead to relatively 
more false alarms and premature tool changes. 
Of course, whether the classifier should “pre-
fer” high sensitivity or precision depends on 
the user’s policy for the diagnostic system. If 
the cost of false negatives is greater than that 
of false positives, the model should be select-
ed to favor higher sensitivity.
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Although the results are difficult to generalize 
to other cases, they are important as they dem-
onstrate the potential for building an effective 
diagnostic system based on simple measures of 
filtered signal bands obtained from a sensor, for 
example, directly mounted on the spindle.
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