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INTRODUCTION

3D printing technology is a popular additive 
manufacturing method/technology that allows the 
creation of a previously designed object through 
methods such as stereolithography (SLA) or dep-
osition modeling (FDM). This fast-emerging 
technology creates objects from their geometrical 
representation by successive addition of materials 
and is increasingly used for mass customization, 
production of any type of open-source design in 
the field of agriculture, in healthcare, automotive 
industry, locomotive industry and aviation indus-
tries [1]. The popularity of this method makes that 
several different studies have been conducted, 

including different materials, multi-materials, ad-
vanced methodologies, design, and possible opti-
mization [1–4]. According to Parvanda et al. [5], 
additive manufacturing technologies have numer-
ous benefits and advantages, they also have some 
limitations and challenges that hinder their com-
plete adoption, among which we can point una-
voidable failures and errors due to limited experi-
ence and knowledge, also related to different mate-
rials used or combined with. Another important re-
search challenge follows from the need to properly 
understand defects in 3D printing processes. The 
most common defects observed in FDM technolo-
gy while, for example, depositing fiber-reinforced 
composites are void formation, poor surface finish, 
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ABSTRACT
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and improper bonding between the layers. Some 
defects are also associated with SLM, including 
the generation of residual stress and cracking [5]. 

Among the limitations listed above, process 
stability, defect identification, and elimination are 
considered key research challenges in 3D printing 
technologies. According to [5] the early identifica-
tion of the defect can save a lot of time and cost. 
Integration of both hardware and physical systems 
is required for the same. To solve these problems, 
several researchers apply advanced image process-
ing, or laser profilometers, to identify defects. De-
spite these new solutions and improvements, the 
adoption of additive manufacturing in the future, 
especially the usage of machine learning models to 
automatically detect problems during the 3D print-
ing process. Algorithms of this kind can help detect 
unwanted vibrations that adversely affect the final 
print, as well as using image analysis techniques to 
detect defects and correct them at printing time [6].

The methods outlined above, which are used 
in presented 3D printing research, because of the 
low cost of the equipment, wide availability, and 
frequent use in nonprofessional applications. In 
each of the cases described, there is a movement 
in the axis of the printer head or worktable. Due 
to the wide availability of 3D printers, their loca-
tion does not always allow one to eliminate the 
impact of vibrations, which are not related to the 
technology itself, but are a consequence of the 
process occurring around the printer. This mainly 
concerns personal applications of 3D printing.

The article identifies the occurrence and impact 
of vibrations not originating from the 3D printing 
process on the quality of the final print. In the remain-
der of the article, the term extraneous vibrations are 
adopted for the description of this kind of vibrations. 

Vibrations that are generated by the printing 
process itself are related to the dynamic charac-
teristics of the printer system, affect the quality of 
the final product, and more specifically, the sur-
face roughness and mechanical properties of the 
print [7, 8]. In addition, extraneous vibrations can 
occur during the printing process, which can neg-
atively affect the final product as well as the print-
ing process itself. The effect of extraneous vibra-
tions on the quality of the final 3D print, is not a 
topic that has been addressed in the literature.

The main objective of the research described 
in this article is to create a model based on machine 
learning methods to detect the occurrence of extra-
neous vibrations. For this purpose, an IMU system 
was mounted on the head of the 3D printer, which 

measures the acceleration and angular velocity in 
three axes. In order to control the occurrence of 
extraneous vibrations, a vibration generator was 
developed. Such a setup made it possible to check 
the transmission of extraneous vibrations to the 
printer head, and by being able to control the oc-
currence of extraneous vibrations, it was ensured 
that the moment of their occurrence and their dura-
tion were known. This allowed the creation of a 
data set for machine learning models, the task of 
which will be to detect extraneous vibrations.

MATERIALS AND METHODS

Measuring station

To study the previously described above, it 
was decided to use a 3D printer that works us-
ing FDM technology with a moving head on the 
z-axis. An adequate test stand was designed and 
constructed [9]. An IMU was mounted on the 
printer head to transmit magnetometer and gy-
roscope readings to microcontrollers and further 
to a data acquisition device. The data acquisition 
device is also the controller of the vibration gen-
erator. The vibration generator was designed as 
a mechanical device based on the Scotch Yoke 
mechanism [10]. A schematic diagram of the test 
stand is shown in Figure 1.

The measurements were carried out in such a 
way that a vibration generator was operated at 15 
s intervals for 5 s throughout the printing period. 
The time periods in which vibrations occurred 
were recorded, making it possible to create a data 
set for classification. A photo of the test stand is 
shown in Figure 2.

Data preprocessing and machine learning 
models

In order to select a detect extraneous vibration 
model, the following models were checked [11]: 
LGBM, Gradient Boosting Classifier (GB), Ran-
dom Forest Classifier (RF), Extra Trees Classifier 
(ET), Decision Tree Classifier (DT), Quadratic, 
Discriminant Analysis (QDA), Ada Boost Classi-
fier (AB), Naive Bayes (NB), Support Vector Ma-
chine (SVM), K Nearest Neighbours Classifier 
(KNN), Logistic Regression (LR), Ridge Regres-
sion Classifier (RR) and Dense Neural Network 
(DNN). The dataset consists of 2 classes, where 
class 0 indicates vibrations related to the printing 
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process and class 1 indicates the occurrence of 
extraneous vibrations. The verification of printed 
specimens was conducted by a 3D printing ex-
pert, focusing on surface quality, absence of void 
formations, and proper layer bonding. A total of 
six test prints were produced under varying con-
ditions: two without any extraneous vibrations, 
two with environmental vibrations, and two with 
vibrations induced by a generator. These condi-
tions allowed for comparative analysis of the im-
pact of vibrations on print quality. 

In addition, a baseline model (Dummy Clas-
sifier, DC) was created that classified all samples 
as correct values in class 0. Using a baseline mod-
el in machine learning provides a simple compar-
ison point for more complex models, ensuring 
that the improvements offered by advanced algo-
rithms are meaningful and worth the additional 
complexity and computational cost. Baseline 
models, often simple and straightforward, help to 
understand the basic performance threshold any 
sophisticated model should exceed to be consid-
ered valuable. This approach prevents overengi-
neering and helps in identifying whether the 
complexity of a new model genuinely translates 
to better performance, guiding researchers and 
practitioners towards more effective and efficient 
machine learning solutions. 

Due to the system’s design and the assump-
tions made, the resulting data contained three times 
more observations assigned to the class indicating 
the absence of unwanted vibrations compared to 
the class indicating their occurrence during the 3D 
printing process. The problem of imbalanced class-
es poses a significant challenge in data analysis, as 
machine learning models tend to perform better at 
recognizing the majority class. Lower effective-
ness in identifying the minority class negatively 
impacts the overall quality of the analysis, which 
can lead to erroneous conclusions and limit the 
practical applicability of the results in real-world 
scenarios. For this reason, certain techniques were 
employed to effectively balance the dataset while 
preserving the overall structure of each class.

The dataset was divided into a training set 
(70%) and a testing set (30%), with the proportions 
of each class preserved. Ultimately, the training 

Figure 1. Schematic of the test stand

Figure 2. Photo of the test stand
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set contained 30175 observations for class 0 and 
10058 observations for class 1, with each observa-
tion represented by six predictors. In the first step, 
for the majority class, the potential for creating a 
representative sample with a reduced number of 
observations was analyzed, utilizing samples of 
20000, 15000, and 10000 observations. As a result, 
based on the analysis of density plots and the out-
comes of Kolmogorov-Smirnov tests [12] compar-
ing the distributions of individual predictors, it was 
determined that the sample containing 15000 ob-
servations is fully representative and can be effec-
tively utilized in further analyses. Figure 3 shows 
that the density plots for the fifth predictor, both for 
the full population and the selected sample, nearly 
overlap, with only minimal deviations observed. 
In this case, the Kolmogorov-Smirnov test statistic 
was 0.0027, while the p-value was approximately 
equal to 0.9999, which clearly indicates that there 
are no significant differences between the distribu-
tions being analyzed. For the remaining predictors, 
the results were similarly consistent. Consequently, 
the sample of 15000 observations was selected for 
use in further analyses. The operation performed 
on the dataset enables a reduction in computation 
time and the saving of computational resources. 

After selecting the representative sample for 
the class representing the absence of vibrations, 
the Synthetic Minority Over-Sampling Technique 
(SMOTE) [13] technique was employed to fully 
balance the distribution of both categories in the 
training set. SMOTE algorithm is used to address 
the issue of imbalance in datasets, where one 

class significantly outnumbers another. It gener-
ates synthetic examples of the minority class by 
interpolating between existing minority class 
instances. This approach not only increases the 
quantity of minority class samples but also helps 
in diversifying the dataset. By enhancing the rep-
resentation of the minority class, SMOTE aids in 
improving the performance of machine learning 
models on imbalanced data, leading to more ac-
curate and fair predictions. 

Results and their description

Based on the modifications previously con-
ducted, the final training dataset was balanced 
to include 15000 observations for each category, 
which served as the foundation for constructing the 
machine learning models. The test set retained the 
original class proportions, with 12932 observations 
representing the absence of introduced vibrations 
(class 0) and 4311 observations representing exter-
nal vibrations (class 1). To ensure optimal evalu-
ation of the models, the following metrics were 
utilized: accuracy (A), AUC, recall (R), precision 
(P), Kappa, F1-score, and MCC. The explanation 
and description of these metrics can be found in the 
referenced publication [14]. The metric values on 
the test set for the models with adjusted probability 
thresholds are presented in Table 1.

Considering all the evaluated metrics, the 
DNN emerged as the best model. However, the 
other models also demonstrated a strong ability 
to model the data, achieving more satisfactory 

Figure 3. Comparison of density plots
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results than the baseline Dummy Classifier. A 
Dense Neural Network is a type of artificial neu-
ral network where each neuron is fully connected 
to every neuron in the subsequent layer. DNNs 
are widely used for various machine learning 
tasks such as classification, regression, and pat-
tern recognition due to their flexibility and abil-
ity to model complex, non-linear relationships in 
data. The architecture of a DNN typically consists 
of an input layer, multiple hidden layers, and an 
output layer, with each layer composed of neu-
rons that apply a weighted sum followed by an 
activation function. Training a DNN involves 
optimizing the weights through backpropagation, 
often using techniques such as stochastic gradi-
ent descent and various regularization methods to 
prevent overfitting and improve generalization. 
DNNs are particularly powerful in capturing in-
tricate patterns in data and are becoming increas-
ingly popular due to their effectiveness in a wide 
range of applications and their ability to handle 
complex datasets [15].

Hyperparameter tuning is a critical step in the 
machine learning model development process, 
aimed at optimizing the parameters that govern 
the model’s learning process. Unlike model pa-
rameters, which are learned automatically during 
training, hyperparameters are set prior to training 
and can significantly impact model performance. 
Techniques such as grid search, random search, 
and Bayesian optimization are commonly used 
for hyperparameter tuning, enabling the selection 
of optimal hyperparameter values that enhance 
the model’s ability to generalize to new data, thus 

improving accuracy, reducing overfitting, and en-
hancing overall model effectiveness. For all algo-
rithms, a hyperparameter tuning process was con-
ducted to find the optimal parameters that maxi-
mize predictive performance. The tuned param-
eters were carefully selected based on their impor-
tance and relevance to each specific algorithm, en-
suring that the models achieved the best possible 
results. In this paper, hyperparameters related to 
the learning process for the neural network, such 
as learning rate, number of epochs, and batch size, 
were tuned. The final values were set to a learning 
rate of 0.0001, 20 epochs, and a batch size of 32. 
The optimal architecture was determined based on 
a series of tests, resulting in a network consisting 
of three hidden layers with 256, 128, and 32 neu-
rons, respectively. The RELU activation function, 
along with the ADAM optimizer, was applied to 
the neural network [16, 17].

Threshold optimization in machine learning 
involves fine-tuning the decision boundary that 
determines the classification of instances into dif-
ferent classes. This process is crucial in scenarios 
where classes are imbalanced or when the costs 
of different types of errors vary significantly. Ad-
justing the threshold, a model can be made more 
sensitive to either the positive or negative class. 
Effective threshold optimization can lead to im-
proved model accuracy and better alignment with 
specific business objectives or operational re-
quirements. The default decision threshold (0.5) 
was optimized by maximizing the F1-score met-
ric and was adjusted to 0.53. It is worth noting 
that for most models, the predicted probabilities 

Table 1. Metrics for the models studied
Model A AUC R P F1 Kappa MCC

DNN 0.82 0.80 0.75 0.60 0.67 0.55 0.55

LGBM 0.70 0.73 0.63 0.44 0.51 0.30 0.32

GB 0.68 0.73 0.68 0.41 0.51 0.30 0.32

RF 0.65 0.75 0.74 0.40 0.52 0.28 0.32

ET 0.71 0.74 0.60 0.44 0.51 0.32 0.32

DT 0.64 0.60 0.55 0.35 0.43 0.19 0.19

QDA 0.72 0.66 0.36 0.42 0.39 0.20 0.20

AB 0.71 0.74 0.60 0.45 0.51 0.32 0.32

NB 0.71 0.65 0.35 0.40 0.38 0.19 0.19

KNN 0.66 0.70 0.63 0.40 0.49 0.26 0.28

SVM 0.71 0.73 0.61 0.44 0.51 0.32 0.32

LR 0.52 0.50 0.50 0.26 0.34 0.02 0.02

RR 0.52 0.00 0.50 0.25 0.34 0.02 0.02

DC 0.75 0.00 0.00 0.00 0.00 0.00 0.00
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were close to 0.5, indicating that they were not 
confident in their predictive decisions. This un-
certainty could stem from the fact that the pre-
dictors were not sufficiently informative, and 
there were too few of them to allow the models 
to clearly distinguish between the classes. Only 
the dense neural network exhibited the majority 
of probabilities at extreme values. To enhance 
the system’s usability, an additional probability 
threshold was introduced based on the analysis. 
Specifically, if the probability of belonging to one 
of the two classes does not exceed 70%, the ob-
servation is not classified, and the measurement 
must be repeated. A lack of sufficient probability 
levels may suggest that certain issues occurred 
during measurements, either with the printer’s 
operation or its operational environment. There-
fore, the developed system allows for the prior 
calibration of the device and adjustment of work-
ing conditions, thereby avoiding unnecessary and 
incorrect prints. It is more desirable to perform 
additional measurements and calibrations rather 
than producing defective 3D prints, considering 
the associated costs. Particularly as the system, 
over time and with the integration of new data, 
will undoubtedly become increasingly efficient. 
In our situation, 55% of all observations in the 
test set have been classified, and the detailed re-
sults for the final system are presented in the con-
fusion matrix shown in Figure 4.

In summary, the model correctly classified 
5880 instances from class 0, representing approx-
imately 84% of all observations in that class, and 
1705 instances from class 1, accounting for 75% 
of all observations in that group. A total of 1130 
observations belonging to class 0 were incor-
rectly classified as class 1. However, this is not 
overly problematic, as in the developed early de-
fect detection system, such observations will be 
re-evaluated for the presence of unwanted vibra-
tions, which will not result in significant opera-
tional costs. In contrast, observations belonging 
to class 1 that were misclassified by the model 
as class 0 are significantly more troublesome. In 
such cases, no warning about external vibrations 
will be generated, which is likely to result in an 
incorrect print, leading to costs associated with 
wasted materials, time, and the need to redo the 
work. Nevertheless, such cases account for only 
25%, with the remaining instances being cor-
rectly detected. Given the presented results, the 
percentage of incorrect predictions is relatively 
small. The system has the potential to signifi-
cantly optimize the 3D printing process by ef-
fectively detecting unwanted vibrations that may 
affect the quality of the produced components. 
Additionally, an analysis of feature importance 
using shapley additive explanations (SHAP) will 
be conducted to gain a better understanding of 
the predictions made. SHAP is a method used to 
interpret machine learning models by attributing 

Figure 4. Results for final system bases on DNN
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the contribution of each feature to the final pre-
diction [18]. It is based on cooperative game 
theory, specifically the shapley value, which en-
sures a fair distribution of contributions among 
features. SHAP values provide insight into how 
much each feature increases or decreases the 
predicted outcome. This method helps in under-
standing the inner workings of complex models 
by explaining individual predictions and identi-
fying key features that drive decisions. SHAP is 
widely used for its consistency and accuracy in 
model interpretation across various types of ma-
chine learning models. The results of the SHAP 
analysis are presented in Figure 5.

The SHAP analysis indicates that the fea-
tures gz and ax had the most significant impact 
on the model’s predictions (based on their rank-
ing by the SHAP algorithm). Positive SHAP val-
ues indicate a higher probability of disturbances, 
while negative values suggest a lower chance 
of disturbances. The color gradient represents 
the value of each feature, with blue indicating 
low values and red indicating high values. The 
conclusions are not entirely clear-cut, as the 
groups of points often overlap. However, we can 

observe a tendency where higher values of ac-
celeration and angular velocity relative to spe-
cific axes generally suggest the presence of ex-
ternal vibrations and potential issues during the 
3D printing process. A simultaneous increase in 
these parameters is typically indicative of dis-
turbances in the system, suggesting that the ma-
chine may be experiencing external factors that 
could lead to issues in the printing process.

To effectively evaluate the effects of ex-
ternal vibrations on the 3D printing process, a 
series of tests were conducted in which three 
cubes were printed under different conditions. 
When the first cube was printed, there were no 
external vibrations of any kind. For the printing 
of the second cube, only environmental vibra-
tions were present, while for the 3rd cube a vi-
bration generator was used. Figure 6 shows the 
printouts of the cubes in question.

As can be seen from the figure above, there 
are no major differences in geometry between 
cubes numbered 1 and 2. In both cases, there is 
unevenness in the lower layers due to uneven 
cooling of the layers. In the case of cube 3, there 
are significant differences in geometry with 

Figure 5. Feature importance based on SHAP values

Figure 6. Cubes prints. Red vertical sections indicate the width of the deformation in print
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respect to cubes 2 and 1. A higher inequality 
in the initial layers is noticeable. Additionally, 
the entire surface is characterized by unevenly 
distributed bulges. For each of the cubes shown 
previously, an example of the acceleration run 
for the z-axis is shown. The results are present-
ed only for the z-axis for the sake of clarity of 
the graphs and because on this axis the changes 
between the occurrence of vibrations are quite 
visible. For the third cube, it is noticeable that 
the amplitude of the vibration is increasing, 
even though the vibration generator was oper-
ating at the same frequency. For the 2nd cube, 
when checking the printing process manually, it 
is also possible to observe a change in the am-
plitude of vibrations. Figure 7 shows an exam-
ple of time waveforms including the occurrence 
of vibration for 3 cubes.

CONCLUSIONS

The research described in the article suc-
cessfully demonstrates the application of ma-
chine learning models, specifically the DNN, to 
detect extraneous vibrations in 3D printing pro-
cesses. Through the integration of an IMU on 
the printer head, the study was able to generate 
a dataset that allowed the distinction between 
normal operational vibrations and detrimental 
extraneous vibrations. This approach not only 
highlighted the potential of machine learning in 
improving additive manufacturing processes but 
also underscored the challenges of dealing with 

unbalanced data, which were effectively ad-
dressed through the selection of representative 
samples and the use of the Synthetic Minority 
Over-Sampling Technique (SMOTE) to enhance 
model performance.

Further analysis revealed that the DNN mod-
el outperformed the other evaluated models in 
accuracy and other key metrics, demonstrating 
its effectiveness in identifying extraneous vibra-
tions with a refined balance of sensitivity and 
specificity. This was achieved through meticu-
lous tuning of parameters related to the learning 
process and threshold optimization, underscor-
ing the critical role of these steps in enhancing 
model accuracy and generalization to new data. 
The research highlights the importance of ad-
vanced analytical techniques in overcoming the 
limitations of traditional 3D printing processes, 
paving the way for more reliable and efficient 
manufacturing outcomes.

Extraneous vibrations affect the quality of 
the final print, their impact is mainly visible in 
the x and y axes since they cause the Z-wobbling 
phenomenon. They are transferred to the screws 
that move the head on the Y-axis, which translates 
into an increase in the occurrence of bulges form 
around the sides of a printed part.

According to the experiments, the occurrence 
of an extraneous vibrations of a small amplitude 
has little effect on the quality of the final print, 
but in the case of a larger amplitude, a resonance 
phenomenon may occur.

Due to the undefined origin of extraneous 
vibrations, the solution described in the article 

Figure 7. Example time series for: a) third cube, b) second cube, c) first cube
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can be utilized as a system responsible for 
detecting their occurrence and subsequently 
stopping the entire printing process until these 
vibrations cease. The machine learning model 
developed demonstrates the feasibility of de-
tecting extraneous vibrations in 3D printing 
processes. However, this task presents signifi-
cant challenges, primarily due to the unknown 
origins of such vibrations and their unpredict-
able occurrence. These vibrations are often 
caused by various processes occurring in the 
printer’s environment, such as the operation 
of other machines. A key factor influencing 
the detection of these vibrations is the vary-
ing distance between the print head and the 
vibration source, which changes as the z-axis 
height adjusts during the printing process. As 
the print head moves further away from the 
source of disturbance, the transmission of vi-
brations diminishes, complicating the detec-
tion of extraneous vibrations when analyzing 
a single sample. One of the potential ways of 
detecting this type of vibrations is the use of 
an artificial neural network model, which will 
allow the analysis of data in windows to clas-
sify the signal characteristics (convolutional 
neural network) or by using Long-Short Term 
Memory (LSTM). To further enhance the sys-
tem, it would be beneficial to expand the range 
of predictors related to the operational envi-
ronment, allowing for even more accurate de-
tection and classification of extraneous vibra-
tions. To summarize, the presented system has 
significant potential in optimizing 3D printing 
processes by reducing material, time, and en-
ergy costs. By eliminating failed prints and 
ensuring optimal conditions before starting, it 
is possible to significantly reduce waste and 
accelerate the entire process, making the tech-
nology more efficient and reliable. Therefore, 
it is worth further developing and refining this 
system to fully realize its potential.
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