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INTRODUCTION

Dances have been present in the culture of al-
most every nation for ages reflecting its history 
and traditions [1]. These arts are key elements 
of their intangible cultural heritage identifying 
communities, preserving their cultural diversity, 
and serving as a fundamental link for intergen-
erational knowledge transfer. Polish national 
dances have been officially a part of the Polish 
national list of intangible cultural heritage since 
2015 with five dances: the Polonez, the Mazurek, 
the Krakowiak, the Kujawiak, and the Oberek 
[2]. Each dance presents its individual traits and 
characteristics that distinguish it from each other 
[3]. Dances are an integral part of Polish folklore 
among other elements such as music and singing. 

Nowadays, folk dancing is vanishing – the trans-
mission of dance styles across generations is frag-
ile, even unpredictable. For this reason, there is 
a great need to preserve it for future generations 
[4]. Additionally, music serves as an integral part 
of Polish National Dances retaining various fea-
tures such as rhythm.

Artificial intelligence (AI) offers solutions 
to the challenges of preserving musical heritage 
[5, 6]. By facilitating large-scale digitization and 
analysis of traditional music, AI makes it acces-
sible to a wider audience and promotes deeper 
understanding [7, 8, 9]. Many studies have shown 
that machine learning algorithms can be applied 
to the analysis of musical patterns, enabling more 
effective documentation and classification of dif-
ferent musical styles and techniques [10]. Natural 
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language processing aids in transcribing lyrics, 
particularly in endangered languages, thereby 
contributing to both language preservation and 
the safeguarding of musical traditions. AI-pow-
ered applications can create interactive platforms 
that engage users in learning about traditional 
music, enhancing education and appreciation.

Motivation of the study

The main motivation for undertaking this re-
search was the urgent need to preserve and pro-
mote Polish intangible cultural heritage by nur-
turing the essence of Polish national dance music. 
In the face of globalization and rapid technologi-
cal advancement, traditional forms of music are 
often at risk of marginalization and oblivion. This 
concern is heightened by the significant similari-
ties between Polish national dance music and that 
of other Slavic nations, which can lead to confu-
sion and the blending of distinct musical identi-
ties. Polish national dance music, being a living 
testimony of our history, traditions, and national 
identity, deserves special attention and protection.

Therefore, the aim of this article was to ap-
ply modern classification methods based on ma-
chine learning to recognize the music of Polish 
national dances. Classifying these musical pieces 
is particularly urgent due to their resemblance to 
music from other Slavic national groups. By de-
veloping accurate classification systems, we can 
distinguish and highlight the unique features of 
Polish national dance music, ensuring it is cor-
rectly identified and appreciated.

Utilizing advanced technologies in cultural 
heritage research allows not only for documen-
tation and analysis but also for active promo-
tion and adaptation in a changing world. By in-
tegrating innovative tools with traditional forms 
of music, we strive to prevent their decline and 
strengthen their presence in social consciousness. 
We believe that such an approach will contribute 
to revitalizing interest in Polish national dance 
music, both among the younger generation and 
on the international stage, thereby supporting the 
continuity and development of our intangible cul-
tural heritage. 

Scientific novelty of the proposed work

In this study the comprehensive analysis of up-
to-date machine learning methods and their ability to 
recognize Polish national dance music is performed. 

Thus, the main contribution of this study is as fol-
low: A unique dataset consisting of music from five 
Polish national dances was created. The dataset con-
sisted of 2296 10-second WAW files.

The study methodology consisted of a five-
stage process. MP3 audio recordings of Polish 
national dance music were collected, converted 
into WAV format, and segmented into 10-second 
samples. Then, every audio recording was trans-
formed into a Mel-spectrogram. The created Mel-
spectrograms were split into training, validation, 
and testing datasets, with an 80%, 10%, and 10% 
division, respectively. Each classification method 
was trained and assessed. The performance of 
each classifier was compared and evaluated.

Recognition of 5 national Polish dances (the 
Krakowiak, the Kujawiak, the Mazur, the Ober-
ek and the Polonez) using architectures such as 
VGG16, ResNet50, DenseNet121 and Mobile-
NetV2. Recognition of 5 national Polish dances 
(the Krakowiak, the Kujawiak, the Mazur, the 
Oberek, and the Polonez) using architectures 
such as VGG16, ResNet50, DenseNet121, and 
MobileNetV2. Each classification method is 
characterized by its distinctive features: VGG16 
utilizes 3x3 convolution filters, ResNet50 incor-
porates shortcut connections and residual blocks, 
DenseNet121 connects densely each layer to ev-
ery subsequent layer, and MobileNetV2 leverages 
architecture based on the inverted residual with 
a linear bottleneck and depthwise convolutions, 
which enables to achieve better performance. 

Evaluation the most adequate deep learning 
method for preserving Polish national dances 
utilizing accuracy, precision, recall and F1-score 
measures. In this study, the following neural net-
works models were applied: VGG16, ResNet50, 
DenseNet121 and MobileNetV2. What is more, a 
unique dataset consisting of music from five Pol-
ish national dances was created independently.

The rest of the paper is organized as follows. 
Related Works presents a review of current up-to-
date methods of music classification techniques 
and studies that focus on folk music. Materials 
and methods demonstrate the process of data 
gathering and preprocessing and explain utilized 
classification methods and metrics. Results re-
veal the obtained outcomes for each classifier and 
display summarized results. The discussion com-
pares obtained performances with state-of-the-art 
studies. Conclusions and future works consist of 
final afterthoughts and further studies on follow-
ing Polish national dance music recognition.
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RELATED WORKS

Music Information Retrieval (MIR) is an area 
of study that mainly focuses on extracting and 
inferring meaningful features from music [11]. 
Moreover, it includes indexing music utilizing 
these features and constructing search as well as 
retrieval systems. One of the most essential sub-
fields is sound classification which has been ex-
plored in many scientific papers [12–16].

In [12] it was noticed that previously a fea-
ture-based approach was predominantly applied 
in music classification. Thus, the researchers de-
cided to employ Mel-spectrograms and utilize 
them as input to the Convolution Neural Networks 
(CNNs). The GTZAN dataset [17] was the study 
material consisting of audio samples belonging to 
10 classes. Each class represented a diverse musi-
cal genre, such as classical, blues, country, disco, 
hip-hop, jazz, metal, pop, reggae, and rock. Each 
file was 30 seconds long. The sampling rate of 
44,100 Hz was applied during the conversion of 
audio files into spectrograms. Ultimately, the size 
of images set for 224×224 was utilized in pre-
trained ImageNet models. In this study, data aug-
mentation techniques were also considered as key 
elements in improving the size of the final dataset 
– the spectrograms were segmented into differ-
ent pieces in a vertical cut. Then, the most preva-
lent classification methods such as ResNet24, 
ResNet50, VGG16, and AlexNet were evaluated 
by the testing accuracy, loss, and confusion matri-
ces. The highest accuracy achieved by ResNet24 
was 79%. The accuracy of other classifiers could 
be listed as follows: 76.93% for VGG16, 75.9% 
for ResNet50, and 71.3% for AlexNet.

Furthermore, spectrograms were also em-
ployed as study materials in [13]. They were 
generated from three datasets: the FMA [18, 19], 
the GTZAN, and the EMA. To obtain consistent 
results files were converted from MP3 format 
to WAV format, and audio samples longer than 
5 seconds were split into 5-second pieces. Then, 
a short-time Fourier transform function was ap-
plied to generate spectrograms. Moreover, the 
sampling rate was reconstructed from 44,100 
Hz to 22,050 Hz utilizing the Nyquist-Shannon 
sampling theorem. Generally, it managed to 
gather almost 22,000 images of spectrograms. 
Five state-of-the-art classification models such 
as DenseNet121, NASNetMobile, MobileNetV2, 
VGGNet16, and ResNet50 were compared on 
various datasets using accuracy as a metric. To 

acquire more reliable results, it was decided to 
undertake experiments on every model and every 
dataset five times, and then calculate the average 
as a final accuracy. ResNet50 managed to obtain 
the highest score which was over 77–81%, the 
second was VGG16 with 72–79% accuracy. One 
of the most prevalent classifiers, such as AlexNet, 
and LeNet-5, were also examined in [14] with the 
GTZAN dataset as a study material. Furthermore, 
three transformations were employed to generate 
the spectrograms: Fourier transform-based (FS), 
Q transform-based (QS), and Mel-frequency 
transform-based (MS) spectrograms. Both clas-
sification methods managed to acquire a satisfac-
tory level of accuracy. In addition, ResNet18 and 
NNet2 were opted for classification methods in 
[20]. The GTZAN dataset and the 10GenreGram 
were utilized once again with the standard param-
eters. The second dataset was self-created as a part 
of the research. It consisted of audio recordings 
saved from a popular streaming platform called 
SoundCloud. Afterward, 3-second spectrograms 
were created and utilized in evaluated classifiers. 
For the GTZAN dataset, it was determined to di-
vide it using the following ratio – 80% for train-
ing, 10% for testing, and 10% for the validation 
set. Then, utilizing tree-structured Parzen estima-
tors on the GTZAN dataset, with 30 epochs and 
50 evaluations, optimal hyperparameters (like 
learning rate and activation function) were select-
ed for the ResNet model. These model parameters 
were then transferred to the 10GenreGram dataset 
and the performance of both classifiers was as-
sessed using accuracy, loss, and confusion matrix. 
All in all, appropriate results were achieved. Im-
age classification models performed well on both 
datasets compared to related works, and its archi-
tecture was less susceptible to overfitting.

In [21] authors compared the application of 
Mel-spectrograms utilized by the CNN classi-
fier with the Mel-frequency Cepstral Coefficients 
(MFCC) features employed in training and Arti-
ficial Neural Network model to classify audio re-
cording from the obtained dataset. The analyzed 
data collection incorporates 6,000 audio samples 
from 10 balanced music genres. Each recording 
was a 30-second long WAV file. The evaluated 
approaches were compared using a binary clas-
sification, as well as a multiclass classification 
for 5 and 10 classes utilizing accuracy and loss. 
In every case, the CNN with Mel-spectrograms 
method obtained more acceptable results. Anoth-
er study also reveals that Mel-spectrograms could 
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be applied in the area of music classification and 
recognition [22], while images of Mel-spectro-
grams could be treated as input in the CNN mod-
el. The GTZAN dataset was utilized as study ma-
terial among other datasets such as FMA-small 
and JUNO. As a classification method a MapRe-
duce Based Deep Convolutional Neural Network 
(MR-DCNN) model was proposed which should 
overcome some limitations related to traditional 
music recommendation systems. After generating 
Mel-spectrograms, researchers chose an 8 to 2 ra-
tio for the training and testing set. Then, obtained 
metrics such as accuracy, the Mean Absolute Er-
ror (MAE) value, and Root Mean Square Error 
(RMSE) were compared for each music dataset. 
It could be stated that acquired accuracies such 
as 63%, 78%, and 89.7% for the respective da-
tasets: FMA, JUNO, and GTZAN, were high 
enough to depict that CNN and Mel-spectrogram 
could be combined as a sufficient method for 
music classification. Mel-spectrograms and the 
CNNs model were also applied in [23] where 
they were employed in music genre recognition. 
As a study material the FMA dataset was utilized. 
Consisting of 8,000 30-second audio samples in 
eight following genres, such as music, experi-
mental, folk, hip-hop, instrumental, international, 
pop, and rock. As a part of the experiment, Mel-
spectrograms were generated. For the study, the 
self-developed CNN classifier was implemented 
and contrasted with a classic approach dependent 
on audio metrics and support vector machines. 
Both techniques were characterized by a similar 
level of overall performance when the Receiver 
Operating Curves (ROC) were compared. How-
ever, confusion matrices depicted that the predic-
tion accuracy varied between classes. In the final 
analysis, it was discerned that the proposed clas-
sification method employed by the CNNs could 
exhibit notable results, and might be valuable in 
music recognition.

In [24–26], the main objective was the ap-
plication of Mel-spectrograms and a Mel-scale 
kernel in detection of such elements as speech, 
singer’s voice or music in the noisy audio record-
ings. Based on these studies, it could be stated 
that Mel-spectrograms might be employed as a 
successful approach in feature extractions and 
might serve well as input in the classification 
models based on convolutional neural networks.

Although the majority of studies focus on 
Western types of music, there are several aca-
demic works where data material is strictly 

linked to folk music. In [27], a dataset consist-
ing of 10 genres related to ethnic music was cre-
ated. Each category has 100 recordings which last 
30 seconds. 22,050 Hz was chosen as a sampling 
rate. The following ratios were chosen to split 
their data: 80% for the training dataset, 10% for 
validation, and 10% for testing. It was also en-
sured to get balanced categories for each dataset. 
In addition, the tenfold cross-validation was uti-
lized for this division. As a classification meth-
od, a self-adjusted convolutional neural network 
was applied. Such factors as various convolution 
structures, Global Pooling Feature Aggregation, 
Audio Segmentation, and Music Data Enhance-
ment were compared using accuracy. Overall, 
the Mel-sound spectrum attained higher accuracy 
(92.8%) over the short-time Fourier sound spec-
trum (90.3%). 

In [28] a dataset consisting of 6 types of folk 
music was created. Each file was in WAV format 
and as a part of data processing, they were sliced 
into 10-second segments. Additionally, a sam-
pling frequency of 16 KHz was chosen. As a part 
of the research, 13-dimensional Mel-frequency 
cepstral coefficient features and 4-dimensional 
features were extracted, then the average value 
and the standard deviation were considered so 
that each segment managed to obtain 36-dimen-
sional features. For the training dataset 80% of 
features were selected, and 20% for testing. In 
the experiment, Back Propagation Neural Net-
work (BPNN), decision tree, and Support Vector 
Machine (SVM) were compared in terms of rec-
ognition rate. It was noticed that SVM obtained 
a higher result (over 92%) compared to 73% for 
BPNN and 64% for decision tree.

Chinese national music was a crucial study 
element in [29]. Gathering data was an important 
stage of the survey. It consisted of crawling the 
Internet in order to build the dataset of Chinese 
traditional folk music. Then every audio sample 
was splitted into 30 seconds long recording, in 
WAV format, and with a 16,000 sampling rate. 
Eventually 2608 Mel-spectrogram images were 
gathered. The self-adjusted CNN model was uti-
lized as a classification method and it was com-
pared using accuracy, sensitivity, and specificity 
with widely known pre-trained models such as 
ResNet18, and ShuffleNet. Every method was 
distinguished by obtaining favorable outcomes, 
including an accuracy of over 89%.

The article [30] tries to recognize ‘Makam’ 
which is part of Turkish classical music and could 
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be characterized as a peculiar melodic configu-
ration defined by sequences of pitches and in-
tervals. An extensive dataset comprising 1,154 
samples with 15 rare Makams was created. Each 
Makam was converted to an audio file in WAV 
form, and 6-second samples were employed to 
generate logarithmic scale spectrograms for in-
put to the classifier. The final dataset was divided 
into 9 to 1 ratios to create training and validation 
sets. During the study, it was discovered that a 
spectrogram classification diverged from each 
other since spectrograms involved certain pat-
terns evolving across time and frequency dimen-
sions. Consequently, the self-adjusted residual 
long short-term memory (LSTM) neural network 
model was utilized, which combined the spatial 
capabilities of two-dimensional convolutional 
layers and temporal capabilities of one-dimen-
sional convolutional and LSTM mechanisms. As 
evaluation metrics, accuracy, precision, recall, 
and F1 score were accessed and compared. Ad-
ditionally, confusion matrices were generated. All 
in all, the model demonstrated an appropriate ac-
curacy: almost 90% for the dataset consisting of 
15 Makams, and over 95% for 9 Makams.

A great number of examples of the utilization 
of artificial intelligence models, especially CNNs, 
can be found in various contexts of the tangible 
and intangible culture heritage dedicated for pro-
tection and preservation of valuable arts. Machine 
learning models are used to recognize texts, im-
ages, or architectural styles [9]. They are also ap-
plied in image segmentation to localize important 
features, e.g. architectural ones [31]. Models are 
widely used to recognize folk dances, music, and 
speech. An interesting research aspect is also the 
performance of 3D reconstruction of dance cos-
tumes [32]. The ResNet50 classifier was utilized 
to perform heritage image classification contain-
ing ancient artifacts and buildings [33]. Evaluated 
classifiers presented a high level of testing accu-
racy after fine-tuning for ResNet50 – 98.58%. 
Classification methods such as DenseNet121, 
VGG16, MobileNet, and ResNet50 were em-
ployed to perform feature extraction for iden-
tifying archeological sites, frescoes, and mon-
asteries [34]. They managed to be beneficial in 

obtaining sufficient accuracies around 71–84%. 
VGG16 classified was also employed in heritage 
coin identification and categorization obtaining 
over 90% accuracy [35]. Pre-trained classifica-
tion methods are also used to preserve the Intan-
gible Cultural Heritage. ResNet architecture was 
employed in automatic recognition of Greek folk 
dances to obtain over 80% accuracy [36]. Indian 
Classical Dance Forms classification was per-
formed utilizing ResNet50 and surpassed current 
state-of-the-art approaches achieving an accuracy 
score of 91.1% [37].

It might be noticed that the assessed litera-
ture review reveals that recent music classifica-
tion employing Mel-spectrograms and the CNN 
models is a popular study subject. Nonetheless, 
it focuses mainly on genre classification using 
current mainstream music. However, only a few 
studies focused on folk music. According to the 
authors’ knowledge, there are no studies referenc-
ing Polish national music, which is a crucial ele-
ment of Polish intangible cultural heritage. There-
fore, the conducted study presented in this paper 
is innovative in terms of a self-created dataset 
containing Polish national dance music, applying 
Mel-spectrograms for traditional Polish music 
classification.

MATERIALS AND METHODS

In this section, the proposal for Polish nation-
al dance music classification is explored. It was 
introduced following a previous literature review 
which revealed some common aspects based on 
topics related to Music Information Retrieval. 
Figure 1 presents five steps of the methodology: 
collecting Polish national dance music audio re-
cordings in MP3 format, converting them into 
WAV format, slicing them into smaller 10-second 
pieces, generating Mel-spectrogram pictures, and 
the application of chosen classification methods.

Dataset

Audio recordings consisting of Polish na-
tional dance music were collected from online 

Figure 1. The study methodology
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sources such as YouTube. They were reviewed 
and some redundant segments, such as conversa-
tions or silences, were reduced manually. Every 
audio sample was converted from MP3 to WAV 
format to facilitate further music processing. 
Then the dataset consisting of 137 files was ob-
tained. Every audio sample was read using 22050 
Hz as a sampling rate and then they were cut into 
smaller 10-second pieces. It is important to men-
tion that every last piece of every audio sample 
was removed if it was shorter than 10 seconds. 
That is why, it was possible to achieve a datas-
et consisting of 2296 audio recordings in WAV 
format. The final number of attained files is pre-
sented in Table 1. The final dataset consists of 5 
classes that represent each Polish national dance. 
It could be observed that the examined dataset is 
unbalanced: the Kujawiak is the most numerous 
set, and the Mazur is the least.

Data preprocessing

Audio spectrograms are state-of-the-art meth-
ods implemented in analyzing sound as they offer 

valuable information about the time-frequency 
characteristics of a music [38].

Humans tend to detect lower frequency varia-
tions faster compared to high ones due to the non-
linear perception of the frequency [39]. Applying 
Mel-scale and Mel-spectrograms could help dis-
play and read audio signals. A Mel-spectrogram 
is a spectrogram scaling frequency to the Mel 
scale [40, 41] where time is on the x-axis, and 
Mel-frequency bins are on the y-axis [42]. Mel-
spectrograms were generated for every 10-sec-
ond audio sample. Then Mel-spectrograms were 
saved as images, and used as input into CNN clas-
sifiers. An example Mel-spectrogram created for 
the Krakowiak fragment is shown in Figure 2.

As a final stage of data preprocessing the ob-
tained Mel-spectrograms were split into directo-
ries which could be leveraged into Polish national 
dance music recognition. Based on the study re-
search it was decided to employ the following 
ratios when splitting the dataset into train, valida-
tion, and test datasets: 0.8, 0.1, and 0.1.

Classification methods

After a comprehensive study, it was decided 
to select the most up to date classifiers nowadays 
such as VGG16, ResNet50, DenseNet121, and 
MobileNetV2 because they have been widely 
used in studies where Mel-spectrograms were fed 
forward as an input to the CNNs. 

VGG was proposed as a novel architecture for 
commonly utilized convolutional networks (Con-
vNets) which helped add more convolutional 

Table 1. Total number of utilized audio samples

Dance Number of audio 
files before cutting

Number of 10 
second samples

Krakowiak 23 444
Kujawiak 34 588

Mazur 25 410
Oberek 38 428
Polonez 17 426
Overall 137 2296

Figure 2. The Mel-spectrogram generated for the Krakowiak sample
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layers to achieve a deeper network [43]. It was 
possible due to applying tiny (3x3) convolution 
filters in all layers. It resulted in accomplishing 
excellent accuracy in ImageNet Large-Scale Vi-
sual Recognition Challenge (ILSVRC) classifica-
tion and localization tasks [44]. In [43] various 
configurations of the ConvNets were evaluated 
that differed in depth. The 11, 13, 16, and 19 
weight layers were assessed.

Residual Neural Networks (ResNets) were in-
troduced as a solution to the degradation problem 
that was encountered. It was found that when the 
architecture of a model became deeper and accu-
racy saturated with increasing depth it deteriorated 
quickly [45]. The proposed architecture introduced 
shortcut connections and the residual block which 
enabled the training of deeper networks without 
facing the previously mentioned issue. Thus it is 
feasible to train CNNs consisting of many more 
layers. As a part of the study [45] ResNets with 
18, 34, 50, 101, and 152 layers were evaluated. It 
was proved that ResNet50/101/152 outperformed 
ResNet18 and ResNet34 in terms of accuracy. 
Moreover, despite being deeper than VGG16/19, 
these networks still had lower complexity.

Dense Connected Convolutional Networks 
(DenseNets) have been developed as a response 
to increasing depth of CNNs such as ResNets 
which could encounter the vanishing gradient is-
sue [46]. It proposed an innovative architecture 
establishing connections between each layer in a 
feed-forward way, not utilizing identity connec-
tions. The feature-maps of all proceeding layers 
were employed as inputs for every layer and its 
feature-maps were utilized as inputs for all subse-
quent layers. That is why there are 𝐿𝐿(𝐿𝐿+2)2   

 
 connec-

tions in the network with L layers, not L as it used 
to be previously. This resulted in a network that 
could be characterized by its dense connectivity. 
DenseNets help with the vanishing-gradient is-
sue, minimizing the number of parameters, and 
feature propagation. They managed to outper-
form known CNNs such as ResNets, yet needed 
less computation. DenseNet121, DenseNet169, 
DenseNet201, and DenseNet264 were introduced 
as various DenseNet architectures.

The architecture of the MobileNetV2 network 
relies on a novel structure: the inverted residual 
with a linear bottleneck [47]. What is more, filter-
ing features in the intermediate expansion layer 
are utilized by the lightweight depthwise convo-
lutions and elimination of non-linearities in the 
narrow layers. It helped maintain the same level 

of accuracy while reducing the number of opera-
tions and memory requirements.

Overall classification methods were selected 
due to their unique features which could help 
handle Polish national dance music classification 
well such as:
1. VGG16 employs 3x3 convolution filters which 

enable higher accuracy [43].
2. ResNet50 utilizes shortcut connections and re-

sidual blocks which allows for training deeper 
networks without the degradation issue [45]. It 
also performs better compared to VGG16.

3. DenseNet121 tackles the vanishing gradient 
problem by densely connecting each layer to 
every subsequent layer, improving feature 
propagation, reducing parameters, and surpass-
ing ResNets in performance [46].

4. A MobileNetV2 innovative architecture based 
on the inverted residual with a linear bottleneck 
and depthwise convolutions reduces memory 
usage while maintaining accuracy [47].

Pre-trained networks were used for training. 
The input data were pre-processed, adapting them 
to the requirements of specific classifiers. Addi-
tionally, the architecture of each model has been 
individually adjusted by adding several Flatten 
and Dense layers. Then each model was trained 
and 50 epochs were chosen based on similar stud-
ies [20, 23, 24]. However, EarlyStopping call-
back was implemented to prevent overfitting. If 
the validation error is not improved in the next 5 
epochs, the training process will be interrupted.

Classification metrics

The aforementioned classifiers’ performance 
were evaluated based on popular metrics used in 
former studies such as accuracy (1), precision (2), 
recall (3) and F1-score (4) as a harmonic mean of 
precision and recall [48, 49]:

  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑐𝑐𝑜𝑜𝑁𝑁𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜𝑐𝑐𝑐𝑐
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 (4)

where: TP indicates the true positive fraction, FP 
– the false positive fraction, and FN – the 
false negative fraction.
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Usually, metrics such as precision, recall, and 
F1-score are calculated for binary classification 
problems, however they could be quickly ex-
tended to multiple classes problems [50]. In other 
words, for instance, the Kujawiak precision could 
be described as correctly classified Kujawiak 
Mel-spectrograms for every classified Kujawiak 
Mel-spectrogram. Moreover, recall could be char-
acterized as the number of successfully predicted 
Kujawiak Mel-spectrograms out of all input Ku-
jawiak Mel-spectrograms.

The confusion matrices were also presented 
in order to assess the effectiveness of chosen 
classification methods. The confusion matrix is a 
table where rows picture the actual (true) class, 
and columns picture the class produced by the 
classifier. The correctly predicted instances are 
represented in the diagonal of the matrix [51]. In 
this study, the rows contain actual dance classes, 
whereas predicted dances are in the columns. The 
diagonal contains the correctly predicted dances 
Mel-spectrograms.

In addition, the loss using the Categori-
cal Cross Entropy loss was also calculated. It is 
a common function used for multiclass classifica-
tion tasks. It helps assess the discrepancy between 
the predicted probability distribution and the ac-
tual distribution [52].

RESULTS

The obtained results were presented for ev-
ery classification method independently, while 

testing accuracy and testing loss were presented 
in a grouped form for all classifiers.

VGG16

Figure 3 depicts the achieved results for the 
VGG16 classifier: training accuracy compared 
to validation accuracy in the left plot and train-
ing loss versus validation loss in the right plot. 
It could be stated that the learning process stops 
on 12 epochs as validation loss has not improved. 
Training accuracy starts low from 0, although it 
starts growing rapidly, reaches almost 1 within a 
few epochs, and then plateaus. Conversely, vali-
dation accuracy starts quite high at almost 0.8, 
drops, and starts growing slowly till it becomes 
stable around 0.9. A huge gap between training 
and validation accuracy could be observed. Train-
ing loss almost immediately drops and reaches a 
plateau near 0.0 while validation loss is higher 
and stagnates around 1.2 value. There is also 
some gap between validation and training loss.

Some other examined metrics such as pre-
cision, recall, and F1-score are presented in Ta-
ble 2. The best precision was reached by the Mel-
Spectrograms representing the Krakowiak dance, 
while the best recall – by Mel-spectrograms rep-
resenting the Kujawiak dance. This might indi-
cate that the VGG16 classification method per-
forms accurately concerning the prediction of the 
Krakowiak although it could miss some actual 
instances of it, and it might well identify the Ku-
jawiak instances. On the other hand, it could be 
stated that the Kujawiak has the worst precision 

Figure 3. Obtained results for the VGG16 model: (a) training accuracy compared to validation accuracy, 
(b) training loss compared to validation loss
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(79%). It could mean that other dances could 
be mislabeled as it. Overall, for every assessed 
dance F1-score was around 85–88%. It demon-
strates that the selected classifier performs well 
and produces consistent outcomes. Figure 4 pic-
tures the confusion matrix for the VGG16 model. 
The actual classes of Polish national dances are 
shown on the vertical axis (named True Label) 
while the classes predicted by the VGG16 clas-
sifier are presented on the horizontal axis (named 
Predicted Label) (Table 2). The whole confusion 
matrix is normalized and presents correct classifi-
cations of the diagonal axis and misclassifications 
off it. Each cell pictures the proportion of how 
well the actual dance is classified by the model. 
Based on these results it could be stated that 95% 
of the Kujawiak music was correctly predicted 
compared to only almost 82% for the Polonez. 
The Polonez was misclassified as the Kujawiak 
in over 18% of cases while the Kujawiak was im-
properly categorized as the Polonez in only 5%.

ResNet50

The training process for the ResNet50 classi-
fier lasts 16 epochs while the obtained curves for 
validation accuracy and training are uneven (Fig-
ure 5). Accuracy fluctuates between 0.75 and 0.9 

and stabilizes after 12 epochs below 0.9 value. 
Training loss rises suddenly and falls between 8 
and 10 epochs. There is also a disparity between 
validation and training accuracy and loss.

The accomplished F1-score is between 89% 
and 91% which could mean that there is enough 
balance between precision and recall (Table 3). 
Figure 6 displays the confusion matrix generated 
for the ResNet50 classification model with true la-
bels of Polish national dances (the vertical axis), 
classes predicted by the selected classifier (the 
horizontal axis), correctly recognized dances at 
the diagonal axis, and incorrectly outside it. Once 
more the Kujawiak music was classified properly 
with the best precision (over 98%). Only 1.67% of 
the Kujawiak music was wrongly recognized as 
being from the Polonez. However, with this clas-
sification method, the Oberek reached the worst 
precision (almost 82%). The Mazur was most mis-
classified with the Kujawiak reaching 6.82%.

DenseNet121

Training accuracy versus validation accuracy 
and training loss versus validation loss plots for 
the DenseNet121 model are pictured in Figure 7. It 
could be observed that training lasts 14 epochs. Val-
idation accuracy rises from 0.6 to over 0.85 around 

Figure 4. Confusion matrix (in %) for the VGG16 model

Table 2. Precision, recall, and F1-score support for the VGG16 model
Dance/Metric Precision Recall F1-score

Krakowiak 93% 84% 88%

Kujawiak 79% 95% 86%

Mazur 89% 83% 86%

Oberek 90% 86% 88%

Polonez 88% 82% 85%
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the third epoch. Then it starts fluctuating and sta-
bilizes after the 8th epochs below much below 0.9 
while training accuracy is more constant. It has been 
rising till it reaches almost 1.0 after the 5th epoch. 
Validation loss plateaus after the 7th epoch being 
around 0.5 value while training loss is near 0. There 
is a gap between training and validation accuracy as 
well as between training and validation loss. Table 

4 shows that the F1-score is the highest for the Ku-
jawiak (92%) and the lowest for the Krakowiak and 
the Oberek (88%). Moreover, the Kujawiak has the 
best recall (over 98%). This might imply that the 
DenseNet121 also shows consistent results and it 
has an exceptional outcome relating to identifying 
the Mel-Spectrograms of the Kujawiak music. Con-
versely, high precision for the Oberek might suggest 

Figure 5. Obtained results for the ResNet50 model: (a) training accuracy compared to validation accuracy, 
(b) training loss compared to validation loss

Figure 6. Confusion matrix (in %) for the ResNet50 model

Table 3. Precision, recall, and F1-score for the ResNet50 model
Dance/Metric Precision Recall F1-score

Krakowiak 88% 93% 90%

Kujawiak 86% 98% 91%

Mazur 95% 88% 91%

Oberek 97% 82% 89%

Polonez 93% 89% 91%
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that in most instances of predicting the Oberek Mel-
Spectrograms are correct. The confusion matrix for 
the DenseNet121 classification method is presented 
in Figure 8. Correctly classified dances are indicat-
ed along the diagonal, while misclassified instances 
appear outside of this diagonal. Surprisingly, the re-
sults reached for this classifier are similar to those 
obtained by the ResNet50 classification method. 

The same outcomes were acquired by the Kujawiak 
dance – 98.33% of Mel-Spectrograms were predict-
ed accordingly, while only 1.67% were mislabeled 
as the Polonez. The Oberek was also the least clas-
sified dance with only almost 82% of Mel-Spectro-
grams recognized correctly. The Polonez was again 
misclassified as the Kujawiak the most time (nearly 
12%) as with the VGG16 classifier.

Figure 7. Obtained results for the DenseNet121 model: (a) training accuracy compared to validation accuracy, 
(b) training loss compared to validation loss

Table 4. Precision, recall, and F1-score for the DenseNet121 model
Dance/Metric Precision Recall F1-score

Krakowiak 87% 89% 88%

Kujawiak 87% 98% 92%

Mazur 89% 83% 86%

Oberek 95% 82% 88%

Polonez 89% 89% 89%

Figure 8. Confusion matrix (in %) for the DenseNet121 model
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MobileNetV2

Obtained metrics for the MobileNetV2 classifi-
cation method such as training and validation accu-
racy and loss are presented in Figure 9. The training 
continues only for 7 epochs. Training accuracy rises 
from 0 to over 0.9 in 2 epochs and then fluctuates 
slightly and plateaus after the 5th epoch not reach-
ing 1.0 value. On the other hand, validation accura-
cy rises from over 0.7 to over 0.8 and drops sharply 
reaching less than 0.8, and starts rising to over 0.85. 
Although, it does not stabilize. Training loss reaches 
almost 0 after the 3rd epoch while validation loss 
fluctuates between less than 1 and over 1.5 for 3 ep-
ochs then it regulates. There are differences in both 
the training and validation accuracy and loss.

Table 5 displays precision, recall, and F1-score 
obtained for the MobileNetV2 classifier. It could be 
stated that the F1-score is less consistent and reaches 
around 79–93%. This might imply that the Mobile-
NetV2 classification method performs less consis-
tently. This could be perceived with the difference 
between precision (91%) and recall (71%) reached 
for the Mazur dance which means that the evaluated 
classifier mislabeled other dances quite often. The 

confusion matrix for the MobileNetV2 classifica-
tion method is illustrated in Figure 10. The percent-
age of dances recognized correctly by the examined 
classification method is shown on the diagonal axis 
whereas the off-diagonal elements point to how 
much each dance was misclassified as the predicted 
dance. It could be outlined that concerning the Mel-
Spectrograms of the Krakowiak, the Kujawiak, and 
the Polonez the accomplished results exhibited con-
siderable similarity with the proportion of correctly 
labeled elements. For each dance, it reached over 
93% of correct predictions. However, the Mazur 
and the Oberek display decreased performance with 
correct predictions at the level of 70–77%. The most 
Mel-Spectrograms of the Mazur were also misclas-
sified as the Oberek (over 12%).

Combined results

Table 6 shows acquired testing accuracy and 
loss for every utilized classifier. ResNet50 out-
performs other classification methods obtaining 
over 90% accuracy while testing loss is the worst 
and reaches 1.00. In contrast, DenseNet121 is 
characterized by the best testing loss (0.38). The 

Figure 9. Obtained results for the MobileNetV2 model: (a) training accuracy compared to validation accuracy, 
(b) training loss compared to validation loss

Table 5. Precision, recall, and F1-score for the MobileNetV2 model
Dance/Metric Precision Recall F1-score

Krakowiak 91% 96% 93%
Kujawiak 89% 93% 91%

Mazur 91% 71% 79%
Oberek 87% 77% 82%
Polonez 79% 95% 87%
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lowest accuracy is achieved by VGG16 and it is 
near 87%. Generally, it might be noticed that each 
classifier reaches quite a similar accuracy over 
87% and could be perceived as a sufficient result.

DISCUSSION

A comparison of the state-of-the-art stud-
ies with obtained results is presented in Table 7. 
Audio recordings utilized in conducted studies 
were mainly obtained from the available online 
datasets such as the GTZAN or FMA. Only a 
few studies focused on folk music. None of them 
were related to Polish folk music. It could be no-
ticed that many studies focused on applying Mel-
spectrograms as an input to the CNNs. Some of 
them developed their CNNs however many ap-
plied transfer learning utilizing one of the most 
prevalent classifiers nowadays such as VGG16 
or ResNet50. Obtained results were sometimes 
compared with some other methods of classifi-
cation music such as extracting MFCC features 
and feeding them forward into Artificial Neural 
Networks (ANNs). Then attained outcomes were 
evaluated employing some well-known metrics 
such as accuracy or loss. Few studies analyzed 
precision, recall, F1-score, or confusion matrices, 
too. Based on the acquired results it could be stat-
ed that approaches that applied Mel-spectrograms 

and CNNs to classify music obtain sufficient out-
comes which were usually better compared to 
other methods.

In this study, Mel-spectrograms were generat-
ed relying on Polish national dance music such as 
the Polonez, the Kujawiak, the Oberek, the Ma-
zur, and the Krakowiak. Then, formerly applied 
classifiers (VGG16, ResNet50, DenseNet121, 
MobileNetV2) in studies from Music Information 
Retrieval were utilized in Polish National Dances 
Recognition. Obtained results were compared us-
ing classification metrics such as accuracy, loss, 
precision, recall, and F1-score. Confusion matri-
ces were also created. It was possible to obtain 
testing accuracy of over 86% for every classifica-
tion method. Utilized models were able to clas-
sify dance music well, too. 

Based on the authors’ current knowledge there 
are four studies where datasets consisted of folk or 
ethnic music. They employed various arguments as 
the input such as Mel-frequency cepstral coefficient 
features, the Mel-sound spectrum, the short-time 
Fourier sound spectrum, or logarithmic scale spec-
trograms. One of them utilized Mel-spectrograms. 
It could be remarked that two of them employed 
self-adjusted CNNs, while one introduced transfer 
learning classification methods such as ResNet18 
and ShuffleNet. Generally, studies consisting of 
CNNs performed better considering testing accu-
racy allowing it to reach 89–93% which is partly 

Figure 10. Confusion matrix (in %) for the MobileNetV2 model loss

Table 6. Testing accuracy and loss obtained for each classifier
Classification method/Classification metric Testing accuracy Testing loss

VGG16 86.75% 0.94
ResNet50 90.59% 1.00

DenseNet121 88.88% 0.38
MobileNetV2 87.17% 0.60



108

Advances in Science and Technology Research Journal 2025, 19(2), 95–113

Table 7. Comparison with the state of the art
Paper Dataset Input Classification method Testing accuracy Other metrics

[12] GTZAN Mel-spectrograms

ResNet24 79%

-
VGG16 76.93%

ResNet50 75.9%

AlexNet 71.3%

[13] FMA, GTZAN, EMA spectrograms

ResNet50 77-81%

-

VGG16 72-79%

MobileNetV2 57-66%

NASNetMobile 65-70%

DenseNet121 52-62%

[14] GTZAN

Fourier transform-based 
(FS), Q transform-based 

(QS), Mel-frequency 
transform-based (MS) 

spectrograms

AlexNet, LeNet-5 - -

[20] GTZAN, 10GenreGram spectrograms
ResNet18 51.4% and 80.4%

loss
NNet2 41.3% and 80.4%

[21] a dataset containing 6000 
audio files from 10 genres

Mel-spectrograms, 
MFCC features CNNs and ANN

76.2% for Mel-
spectrograms, and 
61.4% for MFCCs

loss

[22] GTZAN, FMA-small, JUNO Mel-spectrograms MR-DCNN 63-89.7% MAE, RMSE

[23] FMA Mel-spectrograms self-developed CNN 
classifier 60.5% F1-score, ROC

[24] a dataset with mixed music, 
speech, and noise Spectrograms

a CNN with a Mel-
scale convolutional 

layer
- precision, recall, 

F1-score

[25]

a dataset of music and 
speech from “All India 
Radio” news archives 
overlapping in different 

languages

Sobel edge 
spectrograms

CNN 98.91%

-

ANN 95.56%

SVM 96.94%

RNN 99.1%

CNN 99.44%

ANN [24] 94.08%

[26]

nine different singers, 20 
different songs for each 

singer

MFCC, octave-based 
spectral contrast Extra Tree 89.4%

-

Artist20 MFCC, octave-based 
spectral contrast KNN 85.4%

[27]
a dataset consisting of 10 
genres related to ethnic 

music

Mel-sound spectrum, 
the short-time Fourier 

sound spectrum
a self-adjusted CNN 90.3-92.8% -

[28] a dataset consisting of 6 
types of folk music

Mel-frequency cepstral 
coefficient features

SVM 92%

-BPNN 73%

decision tree 64%

[29] a dataset of Chinese 
traditional folk music Mel-spectrograms self-adjusted CNN, 

ResNet18, ShuffleNet over 89% sensitivity, 
specificity

[30] a dataset comprising 1,154 
samples with 15 Makams

logarithmic scale 
spectrograms self-adjusted LSTM 90-95% precision, recall, 

F1 score

Our 
work

a dataset consisting of 
2296 audio samples of 

Polish national dance music
Mel-spectrograms

ResNet50 90.59%

loss, precision, 
recall, F1-score

DenseNet121 88.88%

VGG16 86.75%

MobileNetV2 87.17%

higher than the obtained testing accuracy in Polish 
national music dance recognition (87–91%). How-
ever, utilized classification methods could be con-
trasted with other studies where popular classifiers 

within the transfer learning area were employed 
such as VGG16 or ResNet50. These works were 
usually based on the available online datasets such 
as GTZAN or FMA. The acquired testing accuracy 
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was significantly lower attaining 41–81%. What is 
more, it could be mentioned that the study where 
Sobel Edge spectrograms from a dataset of music 
and speech from “All India Radio” news archives 
overlapping in different languages were the input 
to the CNN, ANN, SVM, ANN, and RNN outper-
formed acquired results by reaching testing accu-
racy of 94–99%.

As a part of this study, the dataset consisting 
of 137 audio recordings of Polish national dances 
such as the Polonez, the Krakowiak, the Kujawi-
ak, the Oberek, and the Mazur was created. This 
dataset was utilized in the novel methodology for 
recognizing Polish national dance music based 
on Mel-spectrograms. Generated Mel-spectro-
grams were fed forward into pre-trained clas-
sification methods such as VGG16, ResNet50, 
DenseNet121, and MobileNetV2. These classifi-
ers were chosen due to their application in gener-
al music classification where they outperformed 
previously employed methods. The performance 
of the used classification methods was compared 
using the following metrics: accuracy, loss, preci-
sion, recall, and F1-score. Acquired results were 
also presented on confusion matrices. Obtained 
results might be considered sufficient. ResNet50 
acquired the best testing accuracy (over 90%) 
and DenseNet121 was characterized by the best 
testing loss (0.38). However, based on the com-
parison of training and validation accuracy and 
loss it could be stated that there are some aspects 
requiring modification. There are gaps in every 
classifier between validation and training loss and 
accuracy which could suggest model overfitting. 
Overfitting is a situation where the model per-
forms well on the training set, but its performance 
on the new dataset is not satisfactory [53]. The 
applied pre-trained classifiers and the EarlyStop-
ping callback were utilized to mitigate overfit-
ting. However, it might not be sufficient due to 
the small size of the dataset. It could hinder the 
model’s ability to establish patterns. The pres-
ence of noise could also affect the performance 
of the classification methods since it might lead 
the classifier to learn from it and act as a predic-
tion basis [54]. According to [55] other methods 
might be applied to handle overfitting such as 
regularization techniques or the cross-validation. 
L2 Regularization is one of the most popular 
forms of the regularization techniques [56]. It 
might be achieved by adding the squared magni-
tude of all the parameters, including weights and 
biases, into the cost/loss function. In this type of 

regularization, every weight is decreased linearly 
towards zero. Alongside with L2 Regularization, 
there is L1 regularization where the absolute val-
ue of the weights is added to the cost function. 
They could be both employed together. Usually, 
L2 regularization performs better than L1 regu-
larization. A Dropout could be also applied which 
refers to removing units from both the hidden lay-
er and the input layer. Based on [57] the Dropout 
technique performs better than L1 and L2 regu-
larization. However, it might achieve even greater 
results when the fusion of these techniques is ap-
plied rather than being employed independently. 
Applying the cross-validation method could also 
prevent the classification method from overfitting. 
In cross-validation, the dataset is divided into k 
folds, where k-1 folds are utilized for training 
the classifier, and the remaining part is employed 
for testing [58]. Then, the folds rotate allowing 
all folds to be applied in the training and testing 
processes. Then the final performance metrics are 
calculated by averaging over the k estimates from 
each test fold. This approach ensures that k inde-
pendent sets are utilized to evaluate the model. 
The test set remains completely unavailable dur-
ing the model’s training phase to prevent overfit-
ting. In some classification methods (ResNet50, 
MobileNetV2) validation accuracy fluctuates 
and stabilizes later. This could mean that there is 
some instability in the created models. Due to the 
implemented EarlyStopping callback, each mod-
el stops training between 7 and 16 epochs which 
could imply that the created dataset might be too 
small. The obtained results could be also ana-
lyzed regarding how each classification method 
performed on each of the Polish national dances. 
It is important to note that the sample sizes varied 
across classes, with the Kujawiak being the most 
numerous and the Mazur the least. For VGG16, 
ResNet50, and DenseNet121 the Kujawiak dem-
onstrated that over 95-99% of Mel-Spectrograms 
were correctly classified as this dance. A slightly 
worse outcome was reached for MobileNetV2 
(over 93%). However, all classification methods 
were generally worse in identifying the Kujawiak 
Mel-Spectrograms to be the Kujawiak Mel-Spec-
trograms. It could be mentioned that two of the 
least numerous classes, Mazur and the Oberek, 
performed worst in classifying actual dances. 
Although classifiers mainly predicted Mel-Spec-
trograms as these dances, in the majority are 
these dances. By analyzing the F1-score it might 
be noticed that every classifier displays quite a 
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balance of outcomes, only MobileNetV2 fluctu-
ates more, for the Krakowiak and Kujawiak the 
F1-score is around 91–93% while for the Mazur 
only 79%. As a result of evaluating the confusion 
matrices and parameters such as precision, recall, 
and F1-score for each Polish national dance it 
could be stated that the unbalanced dataset gener-
ally does not skew acquired outcomes. Through 
various classes obtained results are similar and 
there are only a few occurrences when the ob-
tained result is significantly worse. However, to 
improve the results the class imbalance problem 
in utilized classification methods could be tack-
led by employing oversampling [59]. It should 
entirely obliterate the imbalance and the optimal 
undersampling ratio should depend on the extent 
of the imbalance. According to [59] it could help 
with the overfitting issue, too. Another solution to 
handle the small dataset could include employing 
chosen data augmentation techniques to enlarge 
the training set size. It helps create variability in 
order to improve the model’s ability to generalize 
and reduce the risk of overfitting. It could be done 
by shifting, flipping, and zooming the images 
[60]. Another approach to addressing the problem 
of small and unbalanced datasets is to use genera-
tive models focused on musical data [61, 62, 63]. 
They can learn the underlying musical structures 
and patterns present in fragments of folk songs.

In the context of a dataset containing frag-
ments of folk music, these models can be trained 
to understand characteristics such as melody, har-
mony, rhythm, and phrasing that are typical of 
folk songs. Once trained, the generative model 
can produce new musical fragments that are sty-
listically similar to the originals. By generating 
additional musical pieces, the dataset can be aug-
mented to increase its size and diversity. This is 
particularly beneficial for balancing the dataset 
if certain musical styles, regional variations, or 
instrumental arrangements are underrepresented. 

The synthetic musical data produced by genera-
tive models can then be combined with the original 
dataset to train other machine learning models. This 
augmentation can lead to improved performance by 
providing a richer and more varied set of training 
examples, helping models to generalize better to 
new, unseen musical data. Additionally, using syn-
thetic data can help mitigate issues related to overfit-
ting that often occur with small datasets.

Potential future works include acquiring a larger 
dataset by applying data augmentation techniques 
based on data warping and oversampling [64]. This 

could be also beneficial in terms of handling over-
fitting. However, some regularization techniques 
such as L1/L2 or Dropout could be also applied 
[65]. Additionally, more enhanced outcomes could 
be obtained by utilizing various popular pre-trained 
classifiers such as AlexNet or modifying the archi-
tecture of the developed models. A late fusion strat-
egy could be employed to integrate features derived 
from multiple spectral features such as short-time 
Fourier transform, Mel-spectrograms, and MFCC 
into a CNN model [66]. Some ensemble methods 
such as voting mechanisms (hard and soft voting) 
could also be applied [67]. 

The study encountered several challenges, in-
cluding the following: a limited size of gathered 
data due to the deficient sources where the music 
of Polish national dances might be found; a slight 
imbalance in the number of samples in each class 
representing each dance; potential overfitting, 
likely resulting from the small size of the dataset.

However, gathered data and proposed meth-
odology might still signify that an undertaken 
study obtained state-of-the-art results in Polish 
national dance music recognition. They could be 
employed in various areas such as music-driven 
dance generation [68] or creating tools for song 
auto-tagging [69].

CONCLUSIONS

Based on the results could be stated that the 
selected methodology was the right choice for 
Polish national dance music recognition. It al-
lowed the creation of a unique dataset and cut-
ting-edge solution for classifying audio samples 
from Polish national dances. The utilized classifi-
cation methods performed better when evaluated 
against similar classification methods employed 
in music genre recognition. However, the ob-
tained outcomes were slightly worse compared to 
models that used other datasets based on folk or 
ethnic music which utilized self-adapted CNNs. 
It is noteworthy that Sobel Edge spectrograms 
could yield considerably better results.
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