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INTRODUCTION

In recent years, there has been a noticeable 
increase in the number of unmanned aerial vehi-
cle (UAV) platforms being operated and simulta-
neously used in various types of flight operations 
[1]. This has implications for improving the re-
al-time positioning and navigation of UAVs [2], 

which in turn affects the safety of flight execu-
tion [3]. In the aspect of UAV positioning in air 
navigation, Global Navigation Satellite System 
(GNSS) technology offers great opportunities 
[4]. In this sense, we can use it to determine the 
position, as well as other navigation parameters 
of the UAV flight such as speed or orientation in 
space [5]. For GNSS measurements, we can use 
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ABSTRACT
This paper presents a modified algorithm for determining the positioning accuracy of a unmanned aerial vehicle 
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Firstly, the average weighted model for determining the position of the UAV was developed. The algorithm takes 
into account the coordinates from the individual GPS/EGNOS and GPS/SDCM solution as well as correction 
coefficients that are a function of the inverse of the ionospheric vertical TEC (VTEC) delay. Next the accuracy 
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coordinates. The algorithm was tested on kinematic Global Positioning System/Satellite Based Augmentation Sys-
tem (GPS/SBAS) data recorded by a Global Navigation Satellite System (GNSS) receiver placed on a DJI Matrice 
300RTK type unmanned platform. As part of the research test, two flights of the UAV were performed on 16 March 
2022 in Olsztyn. In the first flight, the proposed algorithm enabled an increase in UAV positioning accuracy from 
4% to 57% after Kalman filter process. In the second flight, on the other hand, UAV positioning accuracy was 
increased from 6% to 42%. The developed algorithm enabled an increase in UAV positioning accuracy and was 
successfully tested in two independent flight experiments. Ultimately, further research is planned to modify the 
algorithm with other correction coefficients.
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both absolute positioning methods and differen-
tial techniques [6]. The vast majority of GNSS 
receivers mounted on UAV platforms are single-
frequency receivers designed for absolute posi-
tioning. It should be noted that this is mainly for 
L1 frequency code positioning in GNSS naviga-
tion systems. And in this case, the single point 
positioning (SPP) absolute positioning method 
is commonly used to determine the position of 
the UAV during flight [7]. However, the prob-
lem with this positioning method is the low ac-
curacy of the determined user coordinates [8]. 
Therefore, it becomes necessary to develop al-
gorithms to improve code-based positioning for 
UAV platforms. And here it should be noted that 
a very interesting position navigation solution 
in the SPP code method is the use of satellite 
based augmentation system (SBAS) corrections 
[9]. Such a solution allows improving GNSS 
positioning quality parameters, i.e. availability, 
continuity, accuracy and integrity [10]. Among 
the mentioned GNSS positioning quality param-
eters, this paper will present the results of UAV 
positioning accuracy with SBAS ionospheric 
correction. It is noteworthy that in recent years, 
increasingly rapid changes in the activity of the 
ionosphere have been noticed, which may affect 
the disruption of GNSS positioning [11], includ-
ing UAV positioning.

STATE OF THE ART REVIEW OF THE 
RESEARCH TOPIC 

The analysis of the state of the art is lim-
ited to presenting a literature review of the topic 
under discussion for European Geostationary 
Navigation Overlay Service (EGNOS) and Sys-
tem for Differential Corrections and Monitoring 
(SDCM) [12] as SBAS augmentation systems, 
whose correction coverage includes the area of 
Poland [13]. Therefore, the focus is on showing 
research papers that demonstrate the modelling 
of the ionospheric correction from an EGNOS 
or SDCM solution and its impact on the deter-
mination of the user’s position. In the general 
scheme, each SBAS ionospheric model is de-
fined by a regular grid with a spatial resolu-
tion of 5o × 5o [14]. In each point of this grid, 
the ionospheric correction is expressed by the 
VTEC coefficient [15] or equivalently can be 
specified by the grid ionospheric vertical error 
(GIVE) parameter [16]. Numerous examples 

of the use of EGNOS or SDCM augmentation 
systems for modelling the ionospheric correc-
tion or applying it to GNSS satellite positioning 
can be found in research papers. For example, 
the paper [17] shows the influence of the iono-
spheric perturbation from the EGNOS model on 
the determination of GNSS positioning quality 
parameters. The study shows that the higher the 
VTEC value, the worse the GNSS positioning 
quality parameters become. On the other hand, 
the paper [18] measured the values of VTEC 
and GIVE parameters from the EGNOS iono-
spheric model during the implementation of an 
airborne experiment. The next paper [19] pre-
sented a scheme for determining the ionospher-
ic correction using the EGNOS augmentation 
system with reference to the GPS navigation 
system. In a subsequent paper [20], various re-
search aspects concerning the modelling of the 
ionospheric disturbance with the EGNOS aug-
mentation system were addressed. In another 
paper [21], the influence of selected ionospheric 
models, i.e. the Klobuchar model, the EGNOS 
model and the NeQuick model, on the accuracy 
of reference station coordinate determination 
during the occurrence of a geomagnetic storm 
in the ionosphere was presented. A similar study 
was performed in work [22], where the effect 
of ionospheric delay models from GPS, Galileo 
(European navigation satellite system), EGNOS 
and BeiDou (Chinese navigation satellite sys-
tem) on the accuracy of UAV position determi-
nation during a test flight was shown. A very in-
teresting study is shown in paper [23], where the 
authors presented a method for determining the 
integrity parameters horizontal protection level 
(HPL) and vertical protection level (VPL) with 
EGNOS ionospheric correction. For the aviation 
industry, important research was shown in pa-
per [24], which presented the impact of EGNOS 
ionospheric correction on the availability of a 
position navigation solution within the SBAS 
approach with vertical guidance (APV) and lo-
calizer performance with vertical guidance 200 
(LPV200) approach procedures. It is worth not-
ing that in papers [25, 40, 41], the EGNOS iono-
spheric model was used as part of the develop-
ment of an SBAS augmentation system for the 
Algerian area. In addition, publication [26] ad-
dressed the problem of extending the ionosphere 
model to the east of Poland. The paper compares 
VTEC values from the EGNOS ionosphere 
model and the Global ionosphere maps (GIM) 
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global ionosphere model from the international 
GNSS service (IGS). The research assumptions 
from the paper [26] were used in the paper [27], 
which showed the importance of the EGNOS 
ionosphere model for the SBAS APV approach 
procedure. The GIM global ionosphere model, 
on the other hand, proved to be effective in the 
non-precision approach (NPA) GNSS approach 
procedure. A study of the ionospheric correc-
tion in eastern Europe is shown in the work [28], 
which compares VTEC results from the EGNOS 
model and NeQuick 2. The difference in VTEC 
values does not exceed 1.5 TECU, which shows 
a good fit of both ionosphere models for the east-
ern European area and the possibility to adapt 
the VTEC parameter from another ionosphere 
model for the EGNOS augmentation system. 
The paper [29] showed the influence of selected 
ionospheric correction models, including from 
the EGNOS model, on the determination of 
aircraft position. It was found that the EGNOS 
ionospheric model gives similar results to the 
global GIM ionospheric model. A similar study 
was conducted in the article [30], which showed 
the results of aircraft positioning accuracy in the 
context of VTEC coefficient determination from 
the EGNOS ionosphere model. The article [31] 
shows how the ionospheric correction affects the 
monitoring and tracking of GNSS observations 
by EGNOS ranging integrity monitoring stations 
(RIMS) stations located in the northern part of 
Europe. In this context, a similar study was car-
ried out in paper [32], which monitored scintil-
lation changes in the ionosphere based on the 
EGNOS model for selected RIMS stations. An 
important study was also shown in paper [33], in 
which ionospheric delay values from the GPS, 
Galileo and EGNOS model were compared with 
respect to the GIM global ionosphere model 
from the IGS. It should be noted that the study 
shows the effect of ionospheric delay on the de-
termination of DCB (differential code biases) 
instrumental errors. Publication [34] describes 
the concept of determining the ionospheric delay 
from the EGNOS model based on dual-frequen-
cy SBAS observations. This is an extremely in-
teresting solution that will de facto apply to the 
future of EGNOS and the further operation of 
the space segment. On the other hand, the paper 
[35] presents the concept of using VTEC iono-
spheric delay in differential real time kinematic 
(RTK) measurements using RIMS stations. In 
aeronautical research, it is worth mentioning the 

publications [13, 36], which show the results of 
monitoring changes in VTEC ionospheric delay 
during the execution of a test flight. 

As the literature shows, far fewer scien-
tific papers deal with the determination of the 
ionospheric correction from the SDCM model. 
It is noteworthy that the papers [13, 37] show 
the results of the ionospheric delay during the 
flight test. Subsequently, the work [38] present-
ed ionospheric correction values from SDCM, 
EGNOS,  GPS aided geo augmented naviga-
tion (GAGAN),  wide area augmentation system 
(WAAS) and multi-functional satellite augmen-
tation system (MSAS) for selected IGS refer-
ence stations. Similar comparative studies were 
also performed in paper [39], which showed 
ionospheric correction results from SDCM, EG-
NOS and GAGAN. In another publication [42], 
a method was developed to study the state of the 
ionosphere using Globalnaja nawigacionnaja 
sputnikowaja sistiema (GLONASS) and SDCM 
signals. In turn, the paper [43] showed that the 
ionospheric correction from the SDCM model is 
better than from the WAAS model for the Rus-
sian Federation area. On the other hand, work 
[44] showed the possibility of using SDCM ion-
ospheric correction for SBAS positioning in the 
area of South Korea. 

The following conclusions are drawn from 
the state of the art analysis presented:
 • the problem of modelling the ionospheric 

correction from an EGNOS and/or SDCM 
model is extremely important in the context 
of aeronautical applications,

 • as the literature shows, research into the im-
pact of the EGNOS and/or SDCM ionospher-
ic correction on the determination of the po-
sition of a moving object is also extremely 
important in air transport,

 • the obtained results of the VTEC ionospheric 
delay from the EGNOS and/or SDCM solu-
tion show a high convergence with the GIM 
global ionosphere model from the IGS, which 
allows their universal application in naviga-
tion and geodetic applications,

 • the SBAS ionosphere model (EGNOS and/
or SDCM) has been repeatedly used in the 
analysis and evaluation of the positioning ac-
curacy of a moving object,

 • determination of ionospheric delay from the 
EGNOS and/or SDCM model is crucial in the 
SBAS APV landing approach procedure.
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RESEARCH PROBLEM

As the current state of knowledge in the re-
search area shows, the use of SBAS ionospher-
ic correction in aircraft or UAV positioning is 
becoming the basic standard these days when 
it comes to analysing the state of the iono-
sphere in GNSS measurements. Therefore, it 
is extremely important to study the impact of 
ionospheric correction on the user’s position-
ing process itself and, at the same time, on po-
sitioning accuracy. From the literature, we can 
see that for GPS/SBAS positioning accuracy in 
air navigation, mainly a single GPS/EGNOS or 
GPS/SDCM solution has been used. From this 
point of view, it seems important to develop 
a mathematical combination for determining 
the positioning accuracy using EGNOS and 
SDCM data. 

Accordingly, this article proposes the nov-
elty as a the development of an algorithm for 
integrating the GPS/EGNOS + GPS/SDCM 
positioning model using modified weighting 
factors. In this sense, measurements weights 
were adopted as the inverse of the ionospheric 
delay determined separately from EGNOS and 
SDCM. And the GPS/EGNOS+GPS/SDCM 
positioning model itself was based on the 
weighted average model algorithm. Proposed 
algorithms have been developed to study the 
accuracy of BLh ellipsoidal coordinates deter-
mination for UAV technology. Moreover, the 
mentioned algorithms were tested in two UAV 
flight experiments. In addition, the Kalman fil-
ter was used in the accuracy analysis for the 
purpose of increasing the accuracy of GPS/
EGNOS+GPS/SDCM positioning. As we have 
already mentioned, the methodology uses the 
weighted average model algorithm for the GPS/
EGNOS+GPS/SDCM solution, which is based 
on a single GPS+EGNOS and GPS+SDCM so-
lution. In turn, the coordinates of the position 
in a single GPS/EGNOS (or GPS/SDCM) solu-
tion are determined by the least squares method 
using the SPP code method. So, the determined 
coordinates may contain outlier measurements. 

The use of the Kalman filter eliminates 
random errors and smooths the coordinates 
relative to the flight reference position in the 
time series. Therefore, the use of the Kalman 
filter should be understood in the context of 
improving the results relative to the least-
squares solution. 

RESEARCH METHODOLOGY

A schematic of the research methodology 
is shown in Figure 1. First, the GNSS satellite 
data, i.e. GPS observations and ephemeris data, 
and corrections from EGNOS and SDCM aug-
mentation system, respectively, are recorded. 
Based on the collected GPS+SBAS data by the 
on-board GNSS receiver, the UAV position is 
determined using the SPP code method algo-
rithm [13]. The determined UAV position in 
the form of BLh ellipsoidal coordinates is de-
termined with an interval of 1 s for all recorded 
measurement epochs [8].

Such a scenario is implemented in a single 
GPS+SBAS kinematic solution [37], such as 
GPS+EGNOS or GPS+SDCM. However, hav-
ing EGNOS and SDCM correction data, it is 
possible to develop an algorithm for integrating 
position determination based on the weighted 
average model [45], as shown in Figure 1. In this 
case, it is necessary to use appropriate measure-
ment weights, which are also correction factors 
in the weighted average model in the joint GPS/
EGNOS+GPS/SDCM position solution. So, the 
measurement weights used will have a decisive 
influence on the value of the determined UAV 
position coordinates in the GPS/EGNOS+GPS/
SDCM solution. The paper proposes to use mea-
surement weights as a function of SBAS iono-
spheric delay. Then the basic observation equa-
tion in the weighted average model in the joint 
GPS/EGNOS+GPS/SDCM position solution 
will take the form:

Figure 1. The flowchart of presented research 
methodology
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∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

 (2)

And in turn, Equation 1 will then take the form:

 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

 (3)

Equation 3 is the basic mathematical model 
for determining UAV position according to the 
submitted test method. Next, the UAV position-
ing accuracy is determined in the flowchart in the 
form of position errors and RMS mean-square er-
rors for all BLh components. The position errors 
are determined according to the relationship:

  (4)

where: (∆B, ∆L, ∆h)– positioning accuracy of the 
UAV [37, 47], (Br, Lr, hr)  – UAV refer-
ence coordinates from the PPK (post pro-
cessing kinematic) solution.

In turn, RMS errors were calculated accord-
ing to the relationship:

 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

 (5)

where: RMS∆B, RMS∆L, RMS∆h – RMS error for 
each axes of BLh coordinates, N – total 
number of observations.

Equations 4–5 are computational algorithms 
for determining UAV positioning accuracy from 
a joint GPS/EGNOS+GPS/SDCM solution. 
Moreover, the parameters  (∆B, ∆L, ∆h) will be 
determined for each measurement epoch during 
the UAV flight. In turn, the parameters RMS∆B, 
RMS∆L, RMS∆h will be determined as a single 
resultant value of position error for all recorded 
measurement epochs. At this stage, it is possible to 
use the Kalman filter for the purpose of increasing 
the accuracy of UAV positioning from a joint GPS/
EGNOS+GPS/SDCM solution. The Kalman filter 
is a two-stage mathematical algorithm consisting 
of a prediction stage (time update) and a correction 
stage (measurement update). The equations in the 
prediction stage can be written as follows [48]:

 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

 (6)

where: G – coefficient matrix, x(k–1) – estimated 
values of the determined a priori param-
eters from the previous step, P(k–1)– es-
timated values of the a priori covariance 
matrix from the previous step, 

A = 1
IONE

 – correction coefficient for EGNOS, B = 1
IONS

 – correction coefficient for SDCM, IONE –  

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑇𝑇 + 𝑄𝑄(𝑘𝑘) (6) 

 

(k)– state 
value forecast, 

A = 1
IONE

 – correction coefficient for EGNOS, B = 1
IONS

 – correction coefficient for SDCM, IONE –  

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑇𝑇 + 𝑄𝑄(𝑘𝑘) (6) 

 
(k) – predicted values of 

the covariance matrix, Q(k) – covariance 
matrix of the noise process, (k –1) – pre-
vious measurement epoch, k – current 
measurement epoch.

In turn, the mathematical equations in the cor-
rection stage can be written as follows [49]:

 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

 (7)

where: PR– measurement covariance matrix,  H 
– partial derivative matrix, K(k)– Kalman 
gain matrix, z – vector of measured quanti-
ties, I – unit matrix, x(k)– a posteriori state 
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vector estimate, P(k) – a posteriori covari-
ance matrix of the determined parameters.

For the purpose of the implemented calcu-
lations in the case under study, the following 
boundary values were assumed in the Kalman 
filtration process [48]:

 • parameter 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

 • parameter 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

,

 •  parameter 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

,

 • based on matrix Q(k) the process noise values 
are Wk = 0.1 m along the individual BLh co-
ordinate axes,

 • parameter 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

,

 • parameter 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 

,

 • based on matrix PR the noise values of the ob-
servation model are Vk = 1.75 m for the indi-
vidual BLh position components, in this case 
the distribution of measurement errors has 
white noise,

 • parameter 

{ 
 
  
𝐵𝐵𝑚𝑚 = 𝐴𝐴1∙𝐵𝐵𝐺𝐺/𝐸𝐸+𝐴𝐴2∙𝐵𝐵𝐺𝐺/𝑆𝑆

𝐴𝐴1+𝐴𝐴2

𝐿𝐿𝑚𝑚 = 𝐴𝐴1∙𝐿𝐿𝐺𝐺/+𝐴𝐴2∙𝐿𝐿𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

ℎ𝑚𝑚 = 𝐴𝐴1∙ℎ𝐺𝐺/𝐸𝐸+𝐴𝐴2∙ℎ𝐺𝐺/𝑆𝑆
𝐴𝐴1+𝐴𝐴2

 (1) 

 

{
𝐴𝐴1 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝐸𝐸
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝐸𝐸
𝐴𝐴2 = 1

𝐼𝐼𝐼𝐼𝐼𝐼𝑆𝑆
= 1

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑆𝑆

 (2) 

 

{
 
 
 

 
 
 𝐵𝐵𝑚𝑚 =

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸

∙𝐵𝐵𝐺𝐺/𝐸𝐸+
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆
∙𝐵𝐵𝐺𝐺/𝑆𝑆

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆

+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

𝐿𝐿𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙𝐿𝐿𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙𝐿𝐿𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸𝐺𝐺𝐸𝐸𝐸𝐸𝑆𝑆
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆𝑆𝑆𝑉𝑉𝑆𝑆

ℎ𝑚𝑚 =
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
∙ℎ𝐺𝐺/𝐸𝐸+

1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

∙ℎ𝐺𝐺/𝑆𝑆
1

𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝐸𝐸
+ 1
𝑉𝑉𝑉𝑉𝐸𝐸𝑉𝑉𝑆𝑆

  (3) 

 

{
Δ𝐵𝐵 = 𝐵𝐵𝑚𝑚 − 𝐵𝐵𝑟𝑟
Δ𝐿𝐿 = 𝐿𝐿𝑚𝑚 − 𝐿𝐿𝑟𝑟
Δℎ = ℎ𝑚𝑚 − ℎ𝑟𝑟

  (4) 

{
  
 

  
 𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐵𝐵 = √[Δ𝐵𝐵

2]
𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δ𝐿𝐿 = √[Δ𝐿𝐿
2]

𝐼𝐼

𝑅𝑅𝑅𝑅𝑅𝑅Δℎ = √[Δℎ
2]

𝐼𝐼

  (5) 

 

{ 𝑥𝑥(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑥𝑥(𝑘𝑘 − 1)
𝑃𝑃(𝑘𝑘) = 𝐺𝐺 ⋅ 𝑃𝑃(𝑘𝑘 − 1) ⋅ 𝐺𝐺𝑉𝑉 + 𝑄𝑄(𝑘𝑘) (6) 

 

{
𝐾𝐾(𝑘𝑘) = 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 ⋅ (𝐻𝐻 ⋅ 𝑃𝑃(𝑘𝑘) ⋅ 𝐻𝐻𝑉𝑉 + 𝑃𝑃𝑅𝑅)−1

𝑥𝑥(𝑘𝑘) = 𝑥𝑥(𝑘𝑘) + 𝐾𝐾(𝑘𝑘) ⋅ (𝑧𝑧 − 𝐻𝐻 ⋅ 𝑥𝑥(𝑘𝑘))
𝑃𝑃(𝑘𝑘) = (𝐼𝐼 − 𝐾𝐾(𝑘𝑘) ⋅ 𝐻𝐻) ⋅ 𝑃𝑃(𝑘𝑘)

 (7) 

- parameter G =  [
1 0 0
0 1 0
0 0 1

], 

- parameter P(k − 1) = [
101 0 0
0 101 0
0 0 101

] m2, 

- parameter Q(k) = [
10−2 0 0
0 10−2 0
0 0 10−2

] m2, 

- parameter H =  [
1 0 0
0 1 0
0 0 1

], 

- parameter PR =  [
3 0 0
0 3 0
0 0 3

] m2, 

- parameter z = [
ΔB
ΔL
Δh
]  m. 

 In this work, we applied the standard Kalman 
filter for the linear system model. We were only 
concerned with improving the determination of 
positions and their accuracy, which is crucial under 
ICAO’s SBAS recommendation and certification. 
Had we additionally determined the velocity then 
the extended Kalman filter (EKF) can be applied.

According to the flowchart in Figure 1, the 
presented calculation procedure is performed in 
parallel for all 3 BLh components under GPS/
EGNOS+GPS/SDCM positioning. The input data 
for accuracy calculations are the user expressed co-
ordinates and the flight reference coordinates. Po-
sition errors and RMS errors are then determined 
based on Equations 4–7. This will give the final 
GPS/EGNOS+GPS/SDCM positioning accuracy 
with and without the use of Kalman filtering. Based 
on this, it will be possible to further compare the 
obtained GPS/SBAS positioning accuracy results. 
The mathematical model specified in this way is 
intended to improve the final UAV positioning 

accuracy based on measurement data from the two 
SBAS support systems. The functioning of the al-
gorithm was tested in two independent UAV flight 
experiments.

RESEARCH TEST

The main objective of the research test was 
to verify the developed mathematical algorithm 
in practice. On this basis, two independent flights 
were performed using a DJI Matrice 300RTK UAV 
platform. The Matrice 300 RTK is the latest indus-
trial drone developed by DJI Enterprise. The drone 
has a flight range of up to 8 kilometers and a flight 
time of up to 55 minutes. It has sensors that operate 
in 6 directions. The DJI Matrice 300 RTK allows 
you to customize the equipment for your individual 
task. Up to 3 devices can be mounted on the drone 
simultaneously, with a total maximum weight of 
up to 2.7 kg. The DJI Matrice 300 RTK has a set 
of sensors, safety and redundancy systems that in-
form about flight, navigation or obstacles. We are 
talking about such sensors as two gyroscopes, ba-
rometers, RTK GNSS antennas and compasses, six 
pairs of optical sensors [50].

The flight experiments were performed on 
16 March 2022. The first flight test lasted from 
11:00:26 (39626 s) to 11:15:18 (40518 s) accord-
ing to GPS Time. Figures 2 and 3 show the hori-
zontal trajectory of the UAV flight and the change 
in flight altitude as a function of time in Experi-
ment 1, respectively.

The second flight test lasted from 14:28:54 
(52134 s) to 14:44:17 (53057 s) according to GPS 
Time. Figures 4 and 5 show the horizontal tra-
jectory of the UAV flight and the change in flight 
altitude as a function of time in Experiment 2, re-
spectively. In Figures 3, 5, 6–15, the UAV’s flight 
turns are marked as red dots.

The GNSS receiver placed on the UAV plat-
form recorded GPS and SBAS satellite data, 
which were used to determine the position from 
the EGNOS and SDCM solution. The UAV po-
sition coordinates were calculated using RT-
KLIB v.2.4.3 [51]. In addition, the UAV flight 
reference trajectory, for the purpose of calculat-
ing positioning accuracy from a single EGNOS 
and SDCM solution, was determined in Topcon 
MAGNET Tools v.5.1.1.0 [52]. Finally, the de-
veloped algorithm (1–7) was implemented in 
the Scilab v.6.1.1 language [53], in which an 
author’s script was written to implement the 
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calculation of the EGNOS+SDCM positioning 
accuracy. The results were obtained from the 
proposed EGNOS+SDCM solution.

RESEARCH RESULTS AND DISCUSSION

The description of the obtained research results 
started with the presentation of the observational 

conditions during the implemented experiments, 
i.e. determination of the number of tracked satel-
lites, determination of the PDOP (Position DOP) 
value, determination of the state of the ionosphere. 
Figures 6 and 7 show the number of tracked GPS 
satellites for which corrections from EGNOS and 
SDCM were determined. In Experiment 1, the 
number of GPS satellites with EGNOS corrections 
available was between 9 and 10. In contrast, the 

Figure 2. Horizontal trajectory of the UAV during flight 1

Figure 3. Change in flight altitude of the UAV during flight 1
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number of GPS satellites with SDCM corrections 
available was between 6 and 8, respectively. It can 
be seen that EGNOS gave corrections for more GPS 
satellites than the SDCM augmentation system. 

In Experiment 2, the number of GPS satel-
lites with available EGNOS corrections was be-
tween 7 and 10, while the number of GPS satel-
lites with available SDCM corrections was also 
between 7 and 10. 

Following this, Figures 8 and 9 show the 
PDOP values [54] during flight 1 and 2. Thus, 
during flight 1, the PDOP values are respectively: 
2.04 to 2.25 for the GPS/EGNOS solution and 
1.66 to 2.31 for the GPS/SDCM solution.

During flight 2, the PDOP values were: be-
tween 2.21 and 2.68 for the GPS/EGNOS so-
lution and between 1.53 and 1.93 for the GPS/
SDCM solution. As can be observed, the PDOP 

Figure 4. Horizontal trajectory of the UAV during flight 2

Figure 5. Change in flight altitude of the UAV during flight 2



292

Advances in Science and Technology Research Journal 2025, 19(1), 284–300

values were lower for the GPS/SDCM solution 
than for GPS/EGNOS.

Subsequently, Table 1 shows the values of 
the ionospheric state during flight 1 and flight 
2. For this purpose, the values of the ionospher-
ic VTEC delay were determined from the grid 
of the EGNOS and SDCM model. In the case 

of the EGNOS model, the value of the VTEC 
parameter varies from 3.125 m to 3.250 m in 
flight 1 and from 2.750 m to 2.875 m in flight 
2. In the SDCM, on the other hand, the value of 
the ionospheric VTEC correction is constant at 
3.375 m in flight 1 and 2.500 m in flight 2. As 
shown in Table 1, a higher value of ionospheric 

Figure 6. Number of GPS satellites tracked with SBAS corrections during flight 1

Figure 7. Number of GPS satellites tracked with SBAS corrections during flight 2
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Figure 8. PDOP values during flight 1

Figure 9. PDOP values during flight 2

disturbance is seen in the EGNOS model than in 
the SDCM model.

The computed values of the VTEC parameter 
allowed the determination of the correction co-
efficients (A1, A2) from the mathematical model 
(1–3). Hence, the results of the correction coef-
ficients (A1, A2) are shown in Table 2. In the case 

of the EGNOS model, the value of the A1 coef-
ficient varies from 0.308 to 0.320 in flight 1 and 
from 0.348 to 0.363 in flight 2. In the SDCM, on 
the other hand, the value of the A2 coefficient is 
constant at 0.296 in flight 1 and 0.400 in flight 2.

By determining the values of the correction 
coefficients (A1, A2) from the mathematical 
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Table 1. Comparison of VTEC values for the EGNOS and SDCM solution during flight 1 and 2
Flight experiment VTEC value based on EGNOS model [m] VTEC value based on SDCM model [m]

Flight 1 From 3.125 to 3.250 3.375

Flight 2 From 2.750 to 2.875 2.500

Table 2. Comparison of correction coefficients (A1, A2) during flight 1 and 2

Flight experiment Correction coefficient A1 value based on 
the EGNOS model [-]

Correction coefficient A2 value based on 
the SDCM model [-]

Flight 1 From 0.308 to 0.320 0.296

Flight 2 From 0.348 to 0.363 0.400

Figure 10. Position error values for the B component during flight 1

model (1–3), it was possible to determine the re-
sultant positioning accuracy of EGNOS+SDCM 
using the proposed mathematical model (4–7). 
Therefore, the results of the UAV positioning accu-
racy are presented in Figures 10–15. First, Figures 
10 and 11 show the position error results for the B 
component from flight 1 and flight 2. During flight 
1, the position errors for the B component were 
-1.48 m to +2.82 m for the GPS/EGNOS+GPS/
SDCM solution, and +0.36 m to +0.80 m for the 
Kalman filter method, respectively. Furthermore, 
the RMS errors [55] were respectively: 0.70 m for 
the GPS/EGNOS+GPS/SDCM solution, and 0.58 
m for the Kalman filter algorithm.

On the other hand, during flight 2, the po-
sition errors for the B component were -2.14 m 

to +1.89 m for the GPS/EGNOS+GPS/SDCM 
solution, and -0.05 m to +0.81 m for the Kalman 
filter model, respectively. In addition, the RMS 
errors were respectively: 0.64 m for the GPS/
EGNOS+GPS/SDCM solution, and 0.55 m for 
the Kalman filter model. The outlier results of 
the position errors in Figure 10-11 are caused by 
the UAV’s change in direction, as shown by the 
red dots. Secondly, Figures 12 and 13 show the 
results of the position errors for the L component 
from flight 1 and flight 2. During flight 1, the 
position errors for the L component were -0.32 
m to +1.81 m for GPS/EGNOS+GPS/SDCM so-
lution, and +0.64 m to +0.96 m for the Kalman 
filter model, respectively. In addition, the RMS 
errors were respectively: 0.80 m for the GPS/
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Figure 11. Position error values for the B component during flight 2

EGNOS+GPS/SDCM solution, and 0.76 m for 
the Kalman filter method.

On the other hand, during flight 2, the position 
errors for the L component were -1.33 m to +1.59 
m for the GPS/EGNOS+GPS/SDCM solution, and 
+0.34 m to +1.33 m for the Kalman filter model, 

respectively. In addition, the RMS errors were 
respectively: 0.75 m for the GPS/EGNOS+GPS/
SDCM solution, and 0.70 m for the Kalman filter 
model. The outlier results of the position errors in 
Figure 12-13 are caused by the UAV’s change in 
direction, as shown by the red dots.

Figure 12. Position error values for the L component during flight 1
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Figure 13. Position error values for the L component during flight 2

Figure 14. Position error values for the h component during flight 1

Finally, Figures 14 and 15 show the results 
of the position errors for the h component from 
flight 1 and flight 2. During flight 1, the position 
errors for the h component were -3.61 m to +3.90 
m for the GPS/EGNOS+GPS/SDCM solution, and 
-0.52 m to +0.69 m for the Kalman filter model, 

respectively. In addition, the RMS errors were 
respectively: 0.82 m for the GPS/EGNOS+GPS/
SDCM solution, and 0.35 m for the Kalman filter 
model. In contrast, during flight 2, the position er-
rors for the h component were -2.05 m to +3.17 m 
for the GPS/EGNOS+GPS/SDCM solution, and 
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-0.84 m to +0.80 m for the Kalman filter mod-
el, respectively. In addition, the RMS errors were 
respectively: 0.71 m for the GPS/EGNOS+GPS/
SDCM solution, and 0.41 m for the Kalman filter 
model. The outlier results of the position errors in 
Figure 14–15 are caused by the UAV’s change in 
direction, as shown by the red dots.

As part of the discussion to the research 
achieved, it was shown how the proposed solu-
tion from mathematical Equations 1–7 improved 
the positioning accuracy of the UAV. For this 
purpose, a comparison of the percentage of the 
obtained RMS errors for the GPS/EGNOS+GPS/
SDCM, and Kalman filter model solution was 
made. When the Kalman filter algorithm is used 
in Experiment 1, the RMS errors improve: from 
4% to 57% relative to the RMS errors determined 
for the GPS/EGNOS+GPS/SDCM solution. In 
contrast, in Experiment 2, the RMS errors for the 
Kalman filter algorithm are reduced: from 6% to 
42% relative to the RMS errors determined for the 
GPS/EGNOS+GPS/SDCM solution. In addition, 
it is worth noting that the proposed mathemati-
cal algorithm (1–7) makes it possible to improve 
RMS accuracy by, respectively:
 • 3% to 63% relative to a single GPS/EGNOS 

solution for flight 1,
 • from 4% to 61% relative to a single GPS/

SDCM solution for flight 1,

 • 3% to 42% relative to a single GPS/EGNOS 
solution for flight 2,

 • 10% to 44% relative to a single GPS/SDCM 
solution for flight 2.

Based on the comparison, it can be seen the high 
effectiveness of the proposed algorithm for improv-
ing UAV positioning accuracy. Thus, the adoption 
of the correction coefficient solution as a function 
of the inverse of the VTEC ionospheric correction 
proved to be correct and was verified positively. 
Moreover, the repeatability of the test method for 
different GNSS measurement data was maintained.

The second part of the discussion concerns 
the comparison of the obtained research results 
in the context of the literature. By comparing the 
obtained accuracy results for the applied research 
method in relation to the state-of-the-art analysis, 
it can be concluded that:
 • the developed algorithm is part of the current 

research on improving positioning accuracy 
using GPS/EGNOS+GPS/SDCM solution in 
air transport similarly to the work [13],

 • the paper shows the effect of SBAS ionospheric 
correction on the accuracy of position determi-
nation similarly to the works [21, 22, 29, 30],

 • the developed algorithm allows for position 
error reduction, which has also been used in 
other works [48, 49],

Figure 15. Position error values for the h component during flight 2
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 • the results obtained highlight that the position-
ing accuracy using the GPS/EGNOS+GPS/
SDCM solution is better than that using the 
GPS/EGNOS solution only, which has already 
been demonstrated in works [13].

CONCLUSIONS

This paper shows the results of a study to 
determine the positioning accuracy of GPS/
EGNOS+GPS/SDCM for UAV technology. For 
this purpose, a mathematical model of average 
weighted was developed for determining the UAV 
position derived from the GPS/EGNOS+GPS/
SDCM solution. In addition, the algorithm con-
siders the correction coefficients that are a func-
tion of the inverse of the ionospheric VTEC delay 
from EGNOS and SDCM model. For the deter-
mined UAV coordinates from the weighted aver-
age model, their accuracy was determined in the 
form of position errors and RMS errors. Moreover, 
the Kalman filtering algorithms was used in accu-
racy analysis for position errors and RMS errors 
improved. The developed algorithm concerns the 
determination of UAV positioning accuracy for 
BLh ellipsoidal coordinates. The algorithm was 
tested on kinematic GPS/SBAS data recorded by 
a GNSS receiver placed on a DJI Matrice 300RTK 
UAV platform. As part of the research test, two 
UAV flights were performed on 16 March 2022 in 
Olsztyn. The tests were carried out at a time inter-
val and took into account the change in the state of 
the ionosphere during the measurement. Numeri-
cal calculations were carried out using RTKLIB, 
Topcon MAGNET Tools and Scilab programmes. 
In the near future, the authors of the paper plan 
to continue research on modifying the algorithm 
with other correction coefficients. Moreover, the 
presented method can be a particularly useful in 
application of photogrammetry.
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