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INTRODUCTION

The problem of system performance is the key 
issue starting from the beginning of information 
processing systems. Information processing sys-
tems are usually considered mass service systems; 
therefore, approaches based on MVA analysis can 
be taken [1], queueing systems [2], statistical per-
formance analysis [3]. From a practical point of 
view, it is not only important to deal with their per-
formance seen as an internal feature, but it is also 
expected to have appropriate statistical and refer-
ence models to see how they work in real condi-
tions under different types of processed workload. 
A typical approach assumes that performance test 
can be done based on benchmarks giving the re-
sults represented by different point scores that can 
be further compared in order to have a feedback. 
However, it should be remembered that despite 
the benchmarks giving comparable results of per-
formed tests, they also generate artificial workload 
that not always is seen in real computer systems 

that are used, for instance, by humans. In this pa-
per, an approach was taken to collect long time 
series that represent the behaviour of Windows op-
erating systems one counter during normal use of 
the computer system. The workload was generated 
by users who were asked to use different computer 
programmes similarly to their daily activities. Data 
were collected with a resolution of 1 second, and 
for analysed time series, the statistical analysis was 
performed. The main challenge was to determine 
the degree of statistical self-similarity. A motiva-
tion for this paper comes from the observation 
that the studies focusing on existence of statistical 
long-range dependencies (expressed by statistical 
self-similarity) in computer systems, particularly 
in the context of system performance counters, 
are not very common in the literature. There are 
some papers [4–6], where the authors explored the 
problem of long-range dependencies existence in 
specific areas of computer systems and computer 
networks. However, the most famous paper related 
to computer networks is a pioneer work of Paxson 
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[7]. But in the case of paper [7] there were no tech-
nical possibility to use built-in operating system 
solutions to collect big data sets. The family of 
Windows operating systems allow to collect differ-
ent data sets that can be not only visualized but also 
analysed by different statistical methods. As a re-
sult a new existing phenomena can be discovered.

For example, paper [4] shows an analysis of 
memory errors per second and page faults per 
second in cache memory counters, indicating the 
existence of statistical self-similarity and long-
range dependencies in these systems. However, 
this study was conducted on a single computer, 
which only allowed for the observation of cache 
memory behaviour in one hardware configuration.

On the other hand, paper [5] examined anom-
aly detection in IoT networks using the Hurst ex-
ponent and multifractal analysis. This research 
showed that multifractality and Hurst analysis can 
be effective in detecting anomalies in network traf-
fic. Although this study focused on networks, the 
Hurst exponent method applied in this paper also 
confirms the usefulness of this tool in modelling 
long-range dependencies in computer systems.

Another application of long-range dependen-
cies in computer networks is presented by the au-
thor [6], who describes a method for network traf-
fic prediction based on wavelet transform and the 
fusion of multiple models. The Mallat algorithm 
decomposes the time series into approximate and 
detailed components, and the Hurst exponent 
analysis is used to classify these components.

COUNTERS IN WINDOWS OPERATING 
SYSTEMS

In the Windows operating system family 
(Windows OS) family, there is a special solution, 
called a ‘performance counter’ (or counter) that 
can be used to collect data on system performance 
[8]. This stands for special approach where in-
ternal management tools in operating system al-
lowed to see, for example, % of CPU usage, the 
amount of used RAM, etc. [9]. The main use of 
these counters data is the detailed information 
about the system state. Depending on the version 
of Windows OS, there are several types of coun-
ters, and this determines how the information col-
lected by the counter is calculated [10]. For ex-
ample, in Table 1 there is one example of counter.

In this case (Table 1) the method of retriev-
ing data is immediate, i.e. when the command 

is invoked, the data are read and then processed 
by the mean() statistical function resulting as the 
average of the last two measurements over the 
period.

Thanks to internal operating system tools, for 
example perfuming [9], the data collected by the 
counters can be stored in files as time series and 
used for further data processing. In this paper, 
such an approach was taken, and the presented 
analysis is based on a set of 50 different time se-
ries from 50 different computers. These details 
are developed in Section 5.

ANALYSIS OF DEPENDENCIES IN TIME 
SERIES

From a practical point of view, there is a need 
to analyse time series not only by assessing typi-
cal statistics like minimum, maximum, or aver-
age values, but also by examining the long-term 
(long-range) dependencies. This approach allows 
for a deeper understanding and prediction of 
long-term system behaviour, which is extremely 
important in many scientific areas and techno-
logical applications [11, 12]. The second impor-
tant aspect in the study of time series, enabling 
a deeper understanding of time series dynamics, 
is the study of their stationarity. Usually, in the 
simplest approach, the stationarity of a time se-
ries means that its statistical properties, such as 
mean and variance, do not change over time [13]. 
It is important to recognise whether a time series 
is stationary because most forecasting models and 
analyses used in statistics assume that the data are 
stationary. This refers especially to methods in 
which the statistical self-similarity of the data is 
considered [14].

Hurst exponent

The discovery and introduction to statis-
tics of the Hurst exponent was a very important 

Table 1. Type of counter: PERF_COUNTER_RAWCOUNT
Description Shows the last observed counter value

Data read time Instantaneous

Formula Shows data in RAW form (as it was read)

Average
SUM (N)/x

N is used to describe the raw counter 
data

Counter 
example Memory\cache bytes
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achievement in modelling science. It turned out 
that there exists an expansion of classical Brown-
ian motion toward generalisation that includes the 
property of long-term memory [15]. Over the last 
70 years, this interesting phenomenon was dis-
covered in many systems [16] and in the case of 
computer systems the most important were dis-
coveries from 1993 [17].

There are several methods that allow to calcu-
late the Hurst exponent values. The most popular 
ones include: the R/S (Rescaled Range) method, 
periodogram analysis, and the detrended fluctua-
tion method (DFA). Each of these methods has its 
own specific applications and may be preferred 
depending on the characteristics of the data and 
the objectives of the study. They also explain and 
interpret long-term (long range) dependencies 
(long memory) in time series. The Hurst expo-
nent, denoted as H, helps to determine whether 
there are statistical patterns in a given time series 
that persist over long periods of time, beyond what 
would be expected from short-term correlations.

The Hurst exponent varies in the interval <0, 
1> and is explained as:
 • H < 0.5 indicates antipersistent behaviour 

(future values will probably tend to reverse 
trends),

 • H = 0.5 suggests random walk-like or Brown-
ian motion,

 • H > 0.5 indicates persistent behaviour (future 
values are likely to follow the trend of past 
values).

Therefore, this analysis provides valuable 
information about the nature of phenomena, en-
abling them to better understand, forecast, and 
manage time-series data.

Hurst exponents are used in many fields, from 
finance [18] to hydrology [19], where they allow 
for the identification and forecasting of interest-
ing events. In finance, for example, they can indi-
cate potential market volatility [20, 21], whereas 
in hydrology, they help predict phenomena such 
as droughts [22, 23] or floods. Therefore, this 
analysis provides valuable tips that can be used 
to better understand the dynamics of the studied 
phenomena and to create more effective forecast-
ing models [6].

There are many methods to estimate the 
Hurst exponent, e.g. the absolute value meth-
od, the aggregated variance method, Detrended 
Fluctuation Analysis [4] or Periodogram method 
[24]. From a historical point of view, the first and 

the oldest method of estimating the Hurst expo-
nent was based on range and scale (R/S) analysis 
[15]. This method involves dividing the time se-
ries into segments, then calculating the quotient 
of the range of values and the standard deviation 
for each of them, and then determines the slope 
of the regression line for the logarithms of the 
range and scales [25].

Data stationarity

Different statistical tests and computing 
methods can be used for analysis of time-series 
stationarity. Among them, the following ones can 
be listed: 
 • a heuristic approach based on data plots with 

visual inspection about seasonality, trends and 
changing levels, the increasing variance, anal-
ysis of autocorrelation function [26],

 • Augmented Dickey-Fuller (ADF) test [27],
 • Kwiatkowski-Phillips-Schmidt-Shin (KPSS) 

test [28],
 • Phillips-Perron (PP) test [29].

The above-mentioned methods have their 
strengths and weaknesses that depend not only on 
methodology but also on processed input data sets. 
Moreover, sometimes it is not so obvious how to 
interpret obtained results despite the fact that usu-
ally they are expressed in terms of acceptance or 
rejection of a null hypothesis by the p-value. This 
is especially visible when used methods return di-
vergent results that are not consistent.

Usually in the case of many examples of time 
series analysis, this step is omitted with a silent 
assumption that input data are stationary, but from 
methodological point of view it is mandatory for 
having final reliable results. In this particular pa-
per, the authors used several methods to test data 
stationarity.

ANALYSED DATA

The study is focused on Cache Bytes coun-
ter collected data from 50 different PC computers 
with Windows 10 64-bit, of which 31 computers 
had DDR3 RAM and 19 had DDR4 RAM. 

Data from the Bytes cache counter was col-
lected at a sampling rate of 1 s. An important as-
pect of the conducted study was to take into ac-
count the current use of computers by normal us-
ers with moments of their activity and inactivity 
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including computers turning on and off. Com-
puter users were asked to perform their typical 
activity based on the use of: web browsers, office 
software, multimedia, etc. There were no specific 
scenarios nor any assumed test in order to avoid 
any artificial patterns. Each final time series is 
a combination of data collected during different 
work sessions.

Each of tested computers was characterised 
by a unique configuration of components, as well 
as unknown software environments which intro-
duced additional diversity to the collected data. 
An important methodological assumption was 
the rejection of benchmark tests as a research and 
experiment tool. This choice was caused by the 
desire to reflect real user behaviour, instead of 
generating data based on artificial, often extreme 
system load scenarios, which could provide an 

incorrect interpretation of the tested counter pat-
terns. Another important aspect is the collection 
of the final time series, which contain at least 
100,000 samples for each computer. This will 
enable detailed analysis of statistical properties 
expressed by the Hurst exponent, showing long-
term dependencies in the data. Figure 1 shows ba-
sic statistical values, such as minimum, average, 
and median for the collected data.

Figs. 2 and 3 show the collected Cache Bytes 
counter values for PC1 and PC2. Each of the stud-
ied time series was unique, which makes impos-
sible to find similarities between the series under 
study using simple methods. Nevertheless, de-
spite these differences, it is likely that the systems 
may exhibit similar statistical properties, espe-
cially stationarity and long-range dependencies, 
which require more detailed analysis.

Figure 1. Basic statistical values such as minimum, average, median for the collected data sets

Figure 2. Collected data for Cache Bytes – computer PC1
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RESULTS OF DATA ANALYSIS

The aim of the chapter is to analyse time se-
ries in terms of time series stationarity verifica-
tion. The following subsections present the analy-
sis of time series by ADF, KPSS, and PP methods 
to eliminate the problem of estimating stationar-
ity by only one or two methods (the problem of 
incompatibility of the results of ADF and KPSS 
methods). The analysis was carried out for real 
data in the time series and for their increments.

The ADF and KPSS methods can return one 
of four combinations:
 • ADP and KPSS indicate stationarity. Station-

arity can be assumed;
 • ADP indicates nonstationarity, and KPSS indi-

cates stationarity. Therefore, the series is sta-
tionary in trend,

 • ADP indicates stationarity, and KPSS indi-
cates nonstationarity. Therefore, the series is 
differentially stationary.

 • ADP and KPSS indicate nonstationary. Non-
stationary can be assumed.

Analysis of stationarity in time series

In calculations regarding the stationarity of 
time series, the t-series library in the R statistical 
environment was used [30]. The results of the sta-
tionarity analysis are presented in Figure 4.

Stationarity analysis using the ADF, KPSS 
and PP tests for the time series showed large 
differences between the results of the ADF and 
KPPS tests for real data. Out of 50 time series, 44 
were found to be Difference-Stationary (results of 
ADF and PP test indicated stationarity, whereas 
for KPSS tests some time series were non-station-
ary), while 6 series were non-stationary.

On the other hand, stationarity analysis for 
time series increments, except for one series, con-
firmed their stationarity, suggesting that the origi-
nal time series probably have nonstationary parts, 
such as trends or seasonality, which were re-
moved by applying increments. The conclusions 
drawn from this analysis suggest the necessity to 
consider the possible presence of time series non-
stationarity for analyzed data. Its presence can 

Figure 3. Collected data for Cache Bytes – computer PC2

Figure 4. Results of the stationarity analysis of real data and their increments
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lead to problems with results interpretation, for 
example when predictive models will be created.

Results of data analysis

As a part of the next study step, each time se-
ries with cache byte counter data from personal 
computers was subjected to detailed analysis us-
ing several Hurst exponent estimation methods.

To examine statistical long-range dependen-
cies, i.e. the Hurst exponent, the Pracma [31] and 
fractal [32] packages from the CRAN repository 
of the R language and an original script for peri-
odogram analysis in the R environment were used. 
From these two libraries, the following Hurst ex-
ponent estimation methods were selected.
 • Absolute Values of Aggregated Series (ag-

gabs() method from the Fractal package) [30],

 • Aggregated Variance Method (aggVar() meth-
od from the Fractal package) [30], 

 • Hs (R/S), i.e. simplified rescaled range (R/S) 
approach (hurstexp() method from the Pracma 
package) [31],

 • Periodogram method [33].

The second stage of the study was the use of 
the external bucket random permutation method 
[34], which allowed a random change in the or-
der of individual samples in the time series. The 
purpose of this method was to check whether the 
analysed datasets contain long-range dependen-
cies, and this is not the effect of random aggre-
gation. This method allows distinguishing long-
term dependencies in a time series from those 
that appear as a result of a random distribution of 
data. The authors of the work [2] showed that the 

Figure 5. Hurst exponent for real data, calculations were based on four different methods: aggabs(), aggvar(), 
hurstexp() – Hs, periodogram

Figure 6. Hurst exponent for shuffled data
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arrangement of data has an impact on the proper-
ties of a time series, such as the Hurst exponent. 

Analysis of the time series showed that the 
Hurst exponent values for all data are above 
the 0.5 H-index value, suggesting strong trends 
and long-term dependencies in the data (Fig. 5). 
Depending on the used methods, the estimated 
values of the Hurst exponents are significantly 
greater than the 0.5 threshold confirming that in 
all investigated time series there are seep statisti-
cal long-term dependencies. This observation can 
also be confirmed when for the original time se-
ries a bucket shuffling will be done.

The External Bucket Random Permutation 
method was used to test whether the order of val-
ues in the time series influences the estimation of 
the Hurst exponent. In this case, the results of the 
Hurst exponent analysis indicate a significant re-
duction in Hurst values compared to the original 
data (Fig. 5 versus Fig. 6). For all-time series, the 
H values vary around the value of 0.5, suggesting 
the lack of long-term memory in the rearranged 
time series. Such series can be compared to pro-
cesses similar to the white noise.

In summary, the external bucket random per-
mutation method confirms that the high values of 
the Hurst exponent in the original time series are 
due to their specific inner structure and the order of 
the data, rather than a random distribution of values. 

CONCLUSIONS

As was shown in the paper, it is possible to 
collect long time series that represent the behav-
iour of computer systems. In this particular case, 
the cache memory counter was recorded for 50 
different personal computers. Having this data, 
selected statistical tests were done and they con-
firmed that long-range dependencies (H > 0.5) 
are present in the case of all analysed computers. 
In all cases, very high values of Hurst exponent 
were shown and this is another example of a sys-
tem where such dependencies exist. Usually, they 
were observed in many natural systems but this 
time there are strong evidences that they exist in-
side computer systems. 

Although the analysis of these long-term de-
pendencies provides new insights into the behav-
iour of computer systems, direct optimization of 
cache memory management and resource alloca-
tion is not possible due to the closed architecture 
of MS Windows. Nevertheless, understanding 

these dependencies can be useful in designing 
performance monitoring methods and in predict-
ing potential system loads, which could be also 
applicable in research on other operating systems. 
The whole discovery needs further studies that 
will be the subject of next research.
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