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INTRODUCTION

Conducting various types of laboratory ex-
periments involving the study of technological 
processes usually leads to determining the values 
of many indicators describing their effects. These 
indicators are expressed in different units, and the 
obtained values sometimes differ by many orders 
of magnitude, depending on the applicable units 
and the accuracy typical of a given measure-
ment equipment. By leveraging the expertise in 

the relevant domain, it can be discerned whether 
the aim is to achieve the smallest or the largest 
values of individual indicators, thereby enhanc-
ing process efficiency. This concept gives rise to 
criteria that are appropriately minimised or maxi-
mised, based on domain knowledge. In this way, 
a typical situation occurs in which, with many 
opposing criteria describing the effects of the ex-
periment, it is difficult to choose the best of the 
obtained variants. Multi-criteria decision sup-
port is a discipline that deals with solving such 
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problems. Through the use of various approaches 
and built-in mechanisms, it allows:
	• more or less effective selection of some vari-

ants (methods from the ELECTRE family 
[1–3] e.g. the problem of selecting technol-
ogy suppliers, cycling path selection for sus-
tainable tourism, PROMETHE [4, 5] e.g. the 
problem of choosing an organisational system 
for expansion into new economic markets,

	• building rankings from available variants,
−	 complete order, e.g. various types of sca-

larisation methods [6–8], e.g. in economic 
development policy, agriculture economics, 
road network design, oil industry regula-
tion, international water systems and flood 
control, energy policy, traffic assignment, 
the AHP method – Analytic Hierarchy Pro-
cess [9–14] in various versions, e.g. in an 
assessment of the environmental perfor-
mance of administrative regions,

−	 partial pre-order – methods using the “sur-
passing” category [15, 16], e.g. in designing 
the life cycle of a production system,

	• selecting the “best” variant (compromise vari-
ant, e.g. methods using lexicographic order 
[17, 18] or distance function, e.g. TOPSIS [19, 
20]), e.g. for choosing an organisational sys-
tem for the renovation of expressways,

	• determining the best option when making 
group decisions [21, 22], e.g. in making deci-
sions in emergency situations,

	• determining a certain subset of compromise 
variants [23], e.g. when designing ferromag-
netic particle separators,

	• determining the Pareto front [24–27], the 
Multi-Skill Resource-Constrained Project 
Scheduling Problem.

The developed methods are specific and are 
never universal. The ELECTRE and PROMETHE 
family of methods are based on the outranking 
theory published by Roy in 1985 [28]. Obtaining 
selected variants requires entering such data as: 
the value of the equivalence threshold, the out-
ranking threshold, the incomparability threshold 
and the importance weights of individual criteria 
or preference functions for comparing criteria, 
which in many cases leads to the situation that 
the variants obtain the status of incomparable 
variants. The rankings built using scalarisation 
methods depend on the applied normalisation or 
coding method (normalisation with respect to the 
extreme value, Neumann-Morgenstern coding, 

Pattern coding) to obtain dimensionless values that 
can be aggregated and the applied scalarisation 
strategy (additive – compensatory scalarisation or 
multiplicative – non-compensatory scalarisation). 
The AHP method presented by Saaty in 1980 [29] 
requires a very laborious evaluation of the com-
pared criteria and variants, and changing these val-
ues usually completely changes the obtained rank-
ing. Obtaining a single “best” variant is completely 
dependent on the hierarchy of criteria introduced 
in the lexicographic method or the introduced 
importance weights of individual criteria and the 
adopted distance function (e.g. Hamming, Euclid 
or Chebyshev). In existing group decision-making 
methods, hidden scalarisation is very often used 
to aggregate the decisions of individual decision-
makers. As a result of determining the Pareto front, 
we usually obtain a subset of non-dominated solu-
tions with a large number from several to several 
hundred, which can be treated only as a prelimi-
nary selection of the analysed variants.

The methods used are more or less compli-
cated, based on various types of defined indica-
tors, with or without physical interpretation, more 
or less intuitive and to a greater or lesser extent 
dependent on data entered arbitrarily by the user. 
Therefore, making decisions in multi-criteria 
spaces is not an obvious or simple matter.

The work presents an original method en-
abling the generation of a subset of the “best” 
variants, using the internal properties of the con-
sidered variants, while introducing a mechanism 
for normalising the values of individual criteria. 
This ensures the possibility of comparing them 
and introducing their importance by specifying 
weights. The presented method does not intro-
duce a scalarisation mechanism at any stage of 
operation, and the obtained small subset (from 2 
to 4 elements) presents the variants that are the 
least susceptible to the actions of the user (de-
cision maker) in terms of introducing their own 
preferences, e.g. arbitrarily determining the im-
portance of individual criteria.

The main aim of the work was to present the 
method used for multi-criteria decision support 
with regard to the hydrodynamic cavitation of 
spent coffee grounds. Through this approach, it 
is possible to indicate for which values of deci-
sion variables (cavitation process time and inlet 
pressure into the cavitation zone) hydrodynamic 
cavitation is the most effective in terms of energy 
consumption and the effects of destruction of lig-
nocellulosic structures of coffee waste.
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METHODS AND MATERIALS

The author’s method of determining a subset 
with a small number of variants from the original 
set of acceptable variants is a multi-stage method. 
The method analyses variants in a criteria space 
the size of which is greater than or equal to 2. 
There is no limit to the size of the criteria space, 
it can range from several to a dozen or so crite-
ria. However, the general rule is that the criteria 
space should be as small as possible and should 
not exceed the value of 10. The method allows 
for determining compromise variants in a situa-
tion where some of the criteria are minimised and 
the remaining ones are maximised.

Distance function – Chebyshev standard

The author’s method seeks a compromise 
variant using the Chebyshev norm, which is a 
special case of calculating the distance between 
two points in N-dimensional space. For the mini-
misation task when considering a single variant, 
the general notation of the distance function is 
presented in formula (1).
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where:	 i – criterion index, N – size of the criteria 
set, p – power exponent (for p=2 the Eu-
clidean distance is obtained), x – vector of 
decision variables. The use of the Fi(x

*) 
component in the denominator makes it 
possible to switch to dimensionless val-
ues, which allows the summation of cri-
teria values expressed by different quan-
tities and units. There are many ways to 
determine the vector x*, e.g. formula (3).

In the Chebyshev norm, the exponent p tends 
to infinity (p → +∞), which implies the following 
form of the distance function when considering 
many variants (2).
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where:	 k – index of the considered variant, M – 
number of variants, Fi

o(x) – i-th component 
of the ideal point [27], Fi

k(x) – i-th compo-
nent of the criteria vector of variant k.

Formula (2) also introduced the ωi component 
– a weight reflecting the importance of a given 

criterion. Thus, when the exponent p → +∞, only 
its largest component remains from the sum (1), 
while all the others can be ignored. The compo-
nents of the ideal point – F oi(x) for the minimisa-
tion task are determined using the formula

	

 

 
(1) 

 
(2) 

 (3) 

F o1(x) = [F *1(x), F o2(x), …, F oN(x) 

F o2(x) = [F o1(x), F *2(x), …, F oN(x) 

F oN(x) = [F o1(x), F o2(x), …, F *N(x) 

 

(4) 

F oN+1(x) = [F *1
1(x), F o1

2(x), …, F o1
N(x)]T 

F oN+2(x) = [F o1
1(x), F *1

2(x), …, F o1
N(x)]T 

(5) 

  

	 (3)

Multi-criteria decision support

The author’s method – Multi-criteria Deter-
mination of Recommended Variants (MCDRV) 
is a multi-stage method that can be divided into 
stages and steps. The block diagram of the meth-
od is shown in Figure 1.

Stage 0

Preparation of data for the multi-criteria 
evaluation process. Constructing a minimisation 
task by replacing the maximised criteria with mi-
nimised criteria. Values representing the maxi-
mised criteria are converted to negative values by 
adding a unary “minus”, in accordance with the 
generally applicable principle that maximising a 
value is minimising its negative value.

Fig. 1. Block diagram of the developed MCDRV 
method
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Stage 1 – determining the Pareto optimal 
variants

Pareto optimal variants are determined (in 
other words, non-dominated variants, i.e. those 
that cannot eliminate each other). These vari-
ants create the so-called Pareto front [26] and are 
clearly defined in the mathematical sense. This 
action usually reduces the size of the set of prima-
ry variants, which is beneficial for further actions.

Stage 2 – determining a compromise option 
variant

	• Step 2.1 includes determining the ideal point 
F o(x) (such a point is an internal property 
of the considered subset of Pareto optimal 
variants), which is created by combining the 
smallest values representing all the consid-
ered criteria (3).

	• Step 2.2 allows determining one compromise 
variant F  *(x) = [F  *

1(x), F*
2(x), …, F  *

N(x)]T 
using the Chebyshev norm (2), when the point 
the reference point is the ideal point F o(x) = 
[F o

1(x), F o
2(x), …, F o

N(x)]T.
	• Step 2.3 allows generating new compromise 

variants after introducing different importance 
weights of individual criteria. The rule adopted 
is that the sum of the weights is 1. This facili-
tates the interpretation of the adopted values.

	• Stage 3 – determining further compromise 
variants

	• At this stage, many compromise variants can 
be determined using the same weight values 
reflecting the importance of the adopted crite-
ria. The process of generating further compro-
mise variants can be repeated at subsequent 
levels by repeating steps 3.1 to 3.3.

	• Step 3.1 is used to determine new ideal points: 
F o1(x), F o2(x), …, F oN(x) using the initial ide-
al point and the determined compromise vari-
ant, formula (4).
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	• Step 3.2 is used to withdraw the compromise 
variant from the considered set and to assign 
the remaining variants to the newly generated 
ideal points according to the inverted formula 
(3). A given subset includes only those vari-
ants for which the values of the individual 
criteria components will not be better than the 

values of the new ideal point. The number of 
new subsets is equal to the number of criteria.

	• Step 3.3 involves generating new compromise 
variants F *1(x) = [F *1

1(x), F*1
2(x), …, F *1

N(x)]
T, F *2(x) = [F *2

1(x), F*2
2(x), …, F *2

N(x)]T etc. 
Theoretically, there may be as many variants 
as the number of criteria. In practice, the user 
decides on the size of the subset from which a 
new compromise variant is determined. Thus, 
the number of designated compromise options 
usually ranges from 1 to 3.

When a very large set of variants is consid-
ered, e.g. several dozen or more, the actions de-
scribed in stage 3 can be repeated. In this case, 
in the next step 3.1’, new ideal points are deter-
mined using formula (5) repeatedly.
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The final product of the presented method is 
a generated subset of compromise variants, the 
elements of which were determined while main-
taining the same importance values of individual 
criteria. It is possible to designate several such 
subsets with different user preferences in rela-
tion to the analysed set of criteria. Therefore, it 
is possible to analyse which variants constitute 
a single subset for the same criterion importance 
weights, and to compare the contents of subsets 
with different values of the adopted weights (Fig. 
2). In practice, this approach provides signifi-
cantly more information about the impact of the 
weights used and allows for informed decisions 
about which variants are the best.

Hydrodynamic cavitation of coffee waste

Coffee waste, like many other organic wastes, 
can be efficiently converted into energy products 
(methane) through anaerobic digestion process-
es. The specificity of coffee waste rich in ligno-
cellulosic compounds resistant to biochemical 
degradation requires that it be subjected to pre-
treatment to ensure the highest possible increase 
in the degree of biodegradability. The use of hy-
drodynamic cavitation enables the transformation 
of the original structure of coffee waste, disinte-
gration of lignocellulosic fibres and solubilisation 
of organic matter, which consequently leads to 
an increase biodegradability of such waste and 
hence improves the efficiency of methane pro-
duction. The cavitation process with a properly 
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Fig. 2. Block diagram of generating multiple subsets 
of compromise variants

Table 1. Values of decision variables and criteria for the hydrodynamic cavitation process

Variant 
number

Variable Criteria
Time Pressure sCOD/COD DOC/TOC Concentration of caffeine Phenols Energy use

x1 x2 C1–MAX. C2–MAX. C3–MIN. C4–MIN. C5–MIN.

min. bar - - ppm mg/l kWh

v1 0 3 0.15 0.0006 nd 20.8 -

v2 5 3 0.20 0.0008 nd 22.3 0.039

v3 10 3 0.21 0.0009 nd 21.5 0.077

v4 20 3 0.22 0.0009 nd 22.8 0.154

v5 30 3 0.24 0.0010 nd 24.5 0.232

v6 45 3 0.27 0.0011 nd 25.4 0.347

v7 0 5 0.12 0.0007 nd 18.5 -

v8 5 5 0.20 0.0010 nd 21.3 0.057

v9 10 5 0.22 0.0010 nd 22.8 0.114

v10 20 5 0.25 0.0011 nd 23.9 0.227

v11 30 5 0.28 0.0012 4.8 26.1 0.343

v12 45 5 0.32 0.0013 6.12 27.6 0.515

v13 0 7 0.14 0.0005 nd 19.8 -

v14 5 7 0.19 0.0009 9.64 22.5 0.077

v15 10 7 0.24 0.0009 8.73 24.3 0.154

v16 20 7 0.28 0.0010 5.50 26.9 0.308

v17 30 7 0.30 0.0011 13.81 29.7 0.463

v18 45 7 0.33 0.0013 7.55 33.8 0.694

selected inducer is usually described by two deci-
sion variables: x1 – inlet pressure to the cavitation 
zone and x2 – process duration directly related to 
the number of times the stream passes through the 
cavitation zone. In turn, cavitation effects are de-
scribed by many different physical and chemical 
quantities expressed in different units, and their 
values sometimes differ by many orders of mag-
nitude (Table 1). These values can be used direct-
ly or can be used to construct dimensionless indi-
cators, which will become criteria for assessing 
the effectiveness of the process. It should be re-
called that a criterion is a quantity describing the 
analysed object for which the need to minimise or 
maximise it is indicated. In a properly constructed 
optimisation task, the criteria should be opposite, 
so some of them should be minimised and the 
others maximised.

Among the examined quantities describing 
the cavitation process of coffee waste, 5 crite-
ria were constructed [30]. The following criteria 
were selected for the multi-criteria assessment: 
C1 – sCOD/COD (MAX.) – the proportion of 
dissolved COD/total COD describing the share 
of the solubilised fraction in the total COD, C2 – 
DOC/TOC (MAX.) – the proportion of dissolved 
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organic carbon/total organic carbon, indicating 
the degree of biodegradability of the matter, C3 
– concentration of caffeine (MIN.), C4 – concen-
tration of phenols (MIN.) and C5 – Energy use 
(MIN.), i.e. overall energy consumption via hy-
drodynamic cavitation.

RESULTS OF MULTI-CRITERIA DECISION 
SUPPORT

Conducting laboratory experiments leads to 
many cavitation variants in which individual val-
ues of individual criteria are obtained for a pair 
of decision variables (x1 – inlet pressure and x2 
– cavitation time) (Table 1). With a large number 
of criteria, deciding which variant should be rec-
ommended is impossible without multi-criteria 
decision support.

The multi-criteria assessment of the effective-
ness of hydrodynamic cavitation of coffee waste 
was carried out many times to determine several 
subsets of compromise variants for different im-
portance weights of individual criteria. It was 
assumed that when calculating compromise vari-
ants, the minimum subset size is 8.

Stage 0

The task of minimising the multi-criteria as-
sessment was created by introducing an unary 
minus to the values representing the C1 and C2 
criteria. In this way, the maximised criteria were 
replaced with minimised criteria.

Stage 1

Pareto optimal variants were determined 
(non-dominated variants). Of the 18 variants in-
troduced into the analysis, 3 variants were elimi-
nated (v4, v5 and v14, Table 1), which means that 
the size of the original set (18) was reduced to a 
subset of 15.

Analysis 1. Identical weight values for all 
criteria.

The results of the min-max analysis for iden-
tical importance of all criteria are presented in 
Table 2.

Analysis 2. Weight values different for individ-
ual criteria – the highest importance of C2 and C5

The results of the min-max analysis with 
weights, for the following weight values: 
ω1=0.20; ω2=0.30; ω3=0.10; ω4=0.15; ω5=0.25; 
are presented in Table 3. It was assumed that the 
value of the biodegradability index (DOC/TOC) 
and energy consumption (Table 1) were the most 
important. The ideal point does not change.

Analysis 3. Weight values different for indi-
vidual criteria – the highest importance of C5

The results of the min-max analysis with 
weights, for the following weight values: 
ω1=0.10; ω2=0.10; ω3=0.10; ω4=0.10; ω5=0.60 are 
presented in Table 4. It was assumed that energy 
consumption is the most important. The ideal 
point does not change.

Analysis 4. Weight values different for indi-
vidual criteria – C2 is the most important, C3 is 
the least important

Table 2. Compromise variants in min-max analysis

Stage 2 Variant 
number

Min-max analysis
ω1=0.20;  ω2=0.20;  ω3=0.20;  ω4=0.20;  ω5=0.20

Step 2.1

Ideal point – Fo
1 = -0.33   Fo

2 = -0.13E-02   Fo
3 = 0.00   Fo

4 = 18.5   Fo
5 = 0.00

Step 2.2

Compromise variant v10 F*
1 = -0.25   F*

2 = -0.11E-02   F*
3 = 0.00   F*

4 = 23.9   F*
5 = 0.227

Stage 3

Step 3.1

New ideal points –

Fo1
1 = -0.25   Fo1

2 = -0.13E-02   Fo1
3 = 0.00   Fo1

4 = 18.5   Fo1
5 = 0.00

Fo2
1 = -0.33   Fo2

2 = -0.11E-02   Fo2
3 = 0.00   Fo2

4 = 18.5   Fo2
5 = 0.00

Fo3
1 = -0.33   Fo3

2 = -0.13E-02   Fo3
3 = 0.00   Fo3

4 = 18.5   Fo3
5 = 0.00

Fo4
1 = -0.33   Fo4

2 = -0.13E-02   Fo4
3 = 0.00   Fo4

4 = 23.9   Fo4
5 = 0.00

Fo5
1 = -0.33   Fo5

2 = -0.13E-02   Fo5
3 = 0.00   Fo5

4 = 18.5   Fo5
5 = 0.227

Step 3.3

New compromise variants v8
v15

F*1
1=-0.20  F*1

2=-0.10E-02  F*1
3= 0.00  F*1

4= 21.3  F*1
5= 0.057

F*2
1=-0.24  F*1

2=-0.09E-02  F*1
3= 8.73  F*1

4= 24.3  F*1
5= 0.154  
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Table 3. Compromise variants in min-max analysis with weights – the greatest importance of C2 and C5

Stage 2 Variant number Min-max analysis with weights
ω1=0.20;  ω2=0.30;  ω3=0.10;  ω4=0.15;  ω5=0.25

Step 2.2

Chosen variant v10 F*
1 = -0.25   F*

2 = -0.11E-02   F*
3 = 0.00   F*

4 = 23.9   F*
5 = 0.227

Stage 3

Step 3.1

New ideal points --- They are identical to the min-max analysis because the ideal point and the 
compromise option (v10) are the same

Step 3.3

New compromise variants
v8

v15
v6

F*1
1 =-0.20   F*1

2 =-0.10E-02   F*1
3 = 0.00   F*1

4 = 21.3   F*1
5 = 0.057

F*2
1 =-0.24   F*2

2 =-0.09E-02   F*2
3 = 8.73   F*2

4 = 24.3   F*2
5 = 0.154

F*3
1 =-0.27   F*3

2 =-0.11E-02   F*3
3 = 0.00   F*3

4 = 25.4   F*3
5 = 0.347

Table 4. Compromise variants in min-max analysis with weights – the highest importance of C5

Stage 2 Variant number Min-max analysis with weights
ω1=0,10;  ω2=0,10;  ω3=0,10; ω4=0,10; ω5=0,60

Step 2.2

Chosen variant v10 F*
1 = -0.25   F*

2 = -0.11E-02   F*
3 = 0.00   F*

4 = 23.9   F*
5 = 0.227

Stage 3

Step 3.1

New ideal points – They are identical to the min-max analysis because the ideal point and the 
compromise variant (v10) are the same

Step 3.3

New compromise variants v8
v15

F*1
1 =-0.20   F*1

2 =-0.10E-02   F*1
3 = 0.00   F*1

4 = 21.3   F*1
5 = 0.057

F*2
1 =-0.24   F*2

2 =-0.09E-03   F*2
3 = 8.73   F*2

4 = 24.3   F*2
5 = 0.154

The results of the min-max analysis with weights, 
for the following weight values: ω1=0.10; ω2=0.50; 
ω3=0.05; ω4=0.10; ω5=0.25 are presented in Table 4. 
It was assumed that the value of the biodegradabil-
ity index (DOC/TOC) was the most important, and 
the concentration of caffeine was the least important 
(Table 1). The ideal point does not change.

Analysis 5. Weight values different for indi-
vidual criteria – C2 and C3 are the most important

The results of the min-max analysis with 
weights, for the following weight values: 
ω1=0.10; ω2=0.40; ω3=0.25; ω4=0.10; ω5=0.15 
are presented in Table 6. It was assumed that the 
value of the biodegradability index (DOC/TOC) 
and the caffeine concentration (Table 1) were the 
most important. The ideal point does not change.

Analysis 6. Weight values different for indi-
vidual criteria – C3 and C5 are the least important

The results of the min-max analysis with 
weights, for the following weight values: 
ω1=0.20; ω2=0.50; ω3=0.05; ω4=0.20; ω5=0.05 are 
presented in Table 7. It was assumed that caffeine 
concentration and energy consumption were the 
least important (Table 1). The ideal point does not 
change. The summary results of the analyses per-
formed are presented in Table 8.

DISCUSSION

The obtained results (Table 8) indicate that 
the most frequently represented variants were 
those for which the inlet pressure to the cavita-
tion zone was x2 = 5 bar (variants: v8. v9. v10. 
v11). For inlet pressures x2 = 3 and x2 = 7 bar. the 
system generated only one compromise variant 
– v6 and v15. respectively. This fact proves the 
dominance of compromise variants at a pressure 
of 5 bar. The selected compromise variants in 
subsequent analyses represented all durations of 
the hydrodynamic cavitation process – from 5 to 
45 min. Content analysis of the subsets of com-
promise variants shows that only the v10 variant 
was included in all subsets. This proves that this 
variant is the least sensitive to the introduced 
weight values representing the importance of in-
dividual criteria and therefore should be recom-
mended as the optimal variant, inference analo-
gous to multi-criteria analysis was used in [23]. 
Variant v6 (process time 45 min. pressure 3 bar) 
was chosen as the first compromise variant when 
a very low value was assumed for the validity 
of criterion 5 (energy consumption) (ω5 = 0.05), 
compare [30].



348

Advances in Science and Technology Research Journal 2024, 18(8), 341–350

Table 5. Compromise variants in min-max analysis with weights – the highest importance of C2, the least 
importance of C3

Stage 2 Variant number Min-max analysis with weights
ω1=0.10;  ω2=0.50;  ω3=0.05;  ω4=0.10;  ω5=0.25

Step 2.2

Chosen variant v11 F*
1 = -0.28   F*

2 = -0.12E-02   F*
3 = 4.80   F*

4 = 26.1   F*
5 = 0.343

Stage 3

Step 3.1

New ideal points –

Fo1
1 = -0.28   Fo1

2 = -0.13E-02   Fo1
3 = 0.00   Fo1

4 = 18.5   Fo1
5 = 0.00

Fo2
1 = -0.33   Fo2

2 = -0.12E-02   Fo2
3 = 0.00   Fo2

4 = 18.5   Fo2
5 = 0.00

Fo3
1 = -0.33   Fo3

2 = -0.13E-02   Fo3
3 = 4.80   Fo3

4 = 18.5   Fo3
5 = 0.00

Fo4
1 = -0.33   Fo4

2 = -0.13E-02   Fo4
3 = 0.00   Fo4

4 = 26.1   Fo4
5 = 0.00

Fo5
1 = -0.33   Fo5

2 = -0.13E-02   Fo5
3 = 0.00   Fo5

4 = 18.5   Fo5
5 = 0.343

Step 3.3

New compromise variants v6 F*1
1 =-0.27  F*1

2 =-0.11E-02  F*1
3 = 0.00   F*1

4 = 25.4  F*1
5 = 0.347

v10 F*2
1 =-0.25  F*2

2 =-0.11E-02  F*2
3 = 0.00  F*2

4 = 23.9  F*2
5 = 0.227

Table 6. Compromise variants in min-max analysis with weights – the greatest importance of C2 and C3

Stage 2 Variant number Min-max analysis with weights
ω1=0.10;  ω2=0.40;  ω3=0.25;  ω4=0.10;  ω5=0.15

Step 2.2

Chosen variant v11 F*
1 = -0.28   F*

2 = -0.12E-02   F*
3 = 4.80   F*

4 = 26.1   F*
5 = 0.343

Stage 3

Step 3.1

New ideal points – They are identical to the min-max analysis with weights because the ideal 
point and the compromise variant (v11) are the same

Step 3.3

New compromise variants v6
v10

F*1
1 =-0.27   F*1

2 =-0.11E-02   F*1
3 = 0.00   F*1

4 = 25.4   F*1
5 = 0.347

F*2
1 =-0.25   F*2

2 =-0.11E-02   F*2
3 = 0.00   F*2

4 = 23.9   F*2
5 = 0.227

Table 7. Compromise variants in min-max analysis with weights – least importance C3 and C5

Stage 2 Variant number Min-max analysis with weights
ω1=0.20;  ω2=0.50;  ω3=0.05;  ω4=0.20;  ω5=0.05

Step 2.2

Chosen variant v6 F*
1 =-0.27  F*

2 =-0.11E-02  F*
3 = 0.00   F*

4 = 25.4  F*
5 = 0.347

Stage 3

Step 3.1

New ideal points –

Fo1
1 = -0.27    Fo1

2 = -0.13E-02   Fo1
3 =  0.00  Fo1

4 =  18.5    Fo1
5 = 0.00

Fo2
1 = -0.33    Fo2

2 = -0.11E-02   Fo2
3 =  0.00  Fo2

4 =  18.5    Fo2
5 = 0.00

Fo3
1 = -0.33    Fo3

2 = -0.13E-02   Fo3
3 =  0.00  Fo3

4 =  18.5    Fo3
5 = 0.00

Fo4
1 = -0.33    Fo4

2 = -0.13E-02   Fo4
3 =  0.00  Fo4

4 =  25.4    Fo4
5 = 0.00

Fo5
1 = -0.33    Fo5

2 = -0.13E-02   Fo5
3 =  0.00  Fo5

4 =  18.5    Fo5
5 = 0.347

Step 3.3

New compromise variants v10 F*1
1 =-0.25  F*1

2 =-0.11E-02  F*1
3 = 0.00  F*1

4 = 23.9  F*1
5 = 0.227

v8
v9

F*2
1 =-0.20  F*2

2 =-0.10E-02  F*2
3 = 0.00  F*2

4 = 21.3  F*2
5 = 0.057

F*3
1 =-0.22  F*3

2 =-0.10E-02  F*3
3 = 0.00  F*3

4 = 22.8  F*3
5 = 0.114

CONCLUSIONS

The five-criteria assessment of 18 variants ob-
tained in the experiment showed that when adopt-
ing different values of the importance of individ-
ual criteria. some variants are never indicated by 

the multi-criteria decision support as compromise. 
The size of the subset of compromise variants was 
from 3 to 4. The variants that were repeatedly se-
lected as compromise. with different values of the 
importance weights of individual criteria. were 
the variants for which the cavitation process time 
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ranged from 5 to 20 minutes and the cavitation in-
let pressure equalled 5 bar. The multi-criteria as-
sessment showed that the best compromise variant 
that should be recommended for the coffee waste 
cavitation process is variant v10.

Acknowledgements 

The APC was funded by the Lublin Universi-
ty of Technology Scientific Fund FD-20/IT-3/001.

REFERENCES

1.	 Yu X., Zhang S., Liao X., Qi X. ELECTRE meth-
ods in prioritized MCDM environment. Inf. Sci. 
2018. 424. 301–316. https://doi.org/10.1016/j.
ins.2017.09.061 

2.	 Amirghodsi S., Naeini A.B., Makui A. An Integrated 
Delphi-DEMATEL-ELECTRE Method on Gray 
Numbers to Rank Technology Providers. IEEE T 
ENG MANAGE. 2022 69.(4). 1348–1364. https://
doi.org/10.1109/TEM.2020.2980127

3.	 Carra M., Botticini F., Pavesi F.C., Maternini G., Pe-
zzagno M., Barabino B. A comparative cycling path 
selection for sustainable tourism in Franciacorta. An 
integrated AHP-ELECTRE method. Transp. Res. 
Proc. 2023. 69 . 448–455. https://doi.org/10.1016/j.
trpro.2023.02.194

4.	 Brans J.P. Lingenierie de la decision. Elaboration 
dinstruments daide a la decision. Methode PRO-
METHEE. In Nadeau. R.. Landry. M. (Eds.). Laide 
a la Decision: Nature. Instrument set Perspectives 
Davenir. Presses de Universite Laval. Quebec. Can-
ada. 1982. pp. 183–214.

5.	 Vincke Ph. and Brans J.P. A preference ranking or-
ganization method. The PROMETHEE method for 
MCDM. Manage Sci. 1985. 31(6). 641–656. http://
dx.doi.org/10.1287/mnsc.31.6.647 

6.	 Eichfelder G. Adaptive Scalarization Methods in 
Multiobjective Optimization. Springer-Verlag Ber-
lin Heidelberg. 2008.

7.	 Ulivieri V. Multicriteria optimization: Scalarization 

tecniques. Master’s Thesis. Sant’Anna School of 
Advanced Studies. 2014 

8.	 Kasimbeyli R., Ozturk Z.K., Kasimbeyli N., Yalcin 
G.D., Erdem B.I. Comparison of Some Scalariza-
tion Methods in Multiobjective Optimization. Bull. 
Malays. Math. Sci. Soc. 2019. 42. 1875–1905.
https://doi.org/10.1007/s40840-017-0579-4

9.	 Saaty T.L. How to make a decision: The analytic 
hierarchy process. EJOP 1990. 48. 9–26. https://doi.
org/10.1016/0377-2217(90)90057-I 

10.	Saaty. T.L. and Sodenkamp. M. The Analytic 
Hierarchy and Analytic Network Measurement 
Processes: The Measurement of Intangibles. In: 
Zopounidis. C.. Pardalos. P. (eds) Handbook of 
Multicriteria Analysis. Applied Optimization. 103. 
Springer. Berlin. 2010. Heidelberg. https://doi.
org/10.1007/978-3-540-92828-7_4

11.	Liu P., Zhu B., Wang P. A weighting model based 
on best–worst method and its application for envi-
ronmental performance evaluation. Appl. Soft Com-
put. 2021. 103. 107168. https://doi.org/10.1016/j.
asoc.2021.107168 

12.	Ćetković J., Knežević M., Vujadinović R., 
Tombarević E., Grujić M. Selection of Wastewa-
ter Treatment Technology: AHP Method in Multi-
Criteria Decision Making. Water 2023. 15. 1645. 
https://doi.org/10.3390/w15091645 

13.	Malik N., Singh V., Kumar K., Elumalai S.P. VOC 
source apportionment. reactivity. secondary trans-
formations. and their prioritization using fuzzy‑AHP 
method in a coal‑mining city in India. Environ. Sci. 
Pollut. Res. 2024. 31. 25406–25423. https://doi.
org/10.1007/s11356-024-32754-8 

14.	Ayhan M.B. A fuzzy AHP approach for supplier se-
lection problem: a case study in a gearmotor com-
pany. IJMVSC. 2013. 4(3). https://doi.org/10.5121/
ijmvsc.2013.4302

15.	Attri R., Grover S. Application of preference se-
lection index method for decision making over the 
design stage of production system life cycle. J. King 
Saud Univ. Eng. Sci. 2015. 27. 207–216. http://
dx.doi.org/10.1016/j.jksues.2013.06.003 

16.	Shen S., Dragićević S., Dujmović J. GIS-based 
Logic Scoring of Preference method for urban 

Table 8. Compromise variants obtained during multi-criteria analysis
Analysis number Criteria weights Variant

Analysis 1 ω1=0.20; ω2=0.20; ω3=0.20; ω4=0.20; ω5=0.20 v10 / v8, v15

Analysis 2 ω1=0.20;  ω2=0.30;  ω3=0.10;  ω4=0.15;  ω5=0.25 v10 / v8, v15, v6

Analysis 3 ω1=0.10;  ω2=0.10;  ω3=0.10;  ω4=0.10;  ω5=0.60 v10 / v8, v15

Analysis 4 ω1=0.10;  ω2=0.50;  ω3=0.05;  ω4=0.10;  ω5=0.25 v11 / v6 / v10

Analysis 5 ω1=0.10;  ω2=0.40;  ω3=0.25;  ω4=0.10;  ω5=0.15 v11 / v6 / v10

Analysis 6 ω1=0.20;  ω2=0.50;  ω3=0.05;  ω4=0.20;  ω5=0.05 v6 / v10 / v8, v9



350

Advances in Science and Technology Research Journal 2024, 18(8), 341–350

densification suitability analysis. Comput Envi-
ron Urban Syst. 2021 (89). 101654. https://doi.
org/10.1016/j.compenvurbsys.2021.101654 

17.	Hussain A. and Kim H.-M. EV Prioritization and 
Power Allocation During Outages: A Lexicographic 
Method-Based Multiobjective Optimization Ap-
proach. TTE 2021. 7(4). 2474–2487. https://doi.
org/10.1109/TTE.2021.3063085

18.	Liu C.-H. Solving the bi-objective optimisation 
problem with periodic delivery operations using a 
lexicographic method. Int. J. Prod. Res. 2016. 54(8). 
2275–2283. https://doi.org/10.1080/00207543.201
5.1070969 

19.	Makwakwa T.A., Moema D.E., Msagati T.A.M. 
Multi‑criteria decision analysis: technique for or-
der of preference by similarity to ideal solution for 
selecting greener analytical method in the determi-
nation of mifepristone in environmental water sam-
ples. Environ Sci Pollut R 2024. 31. 29460–29471. 
https://doi.org/10.1007/s11356-024-32961-3 

20.	Alpera D., Başdarb C. A Comparison of TOPSIS and 
ELECTRE Methods: An Application on the Factor-
ing Industry. Int. j. bus. economics res. 2017. 8(3). 
627–646. https://doi.org/10.20409/berj.2017.70

21.	Xu X., Huang Y., Chen K. Method for large group 
emergency decision making with complex prefer-
ences based on emergency similarity and interval 
consistency. Nat. Hazards 2019. 97. 45–64. https://
doi.org/10.1007/s11069-019-03624-1 

22.	Chunhua F., Shi H., Guozhen B. A group decision 
making method for sustainable design using intu-
itionistic fuzzy preference relations in the conceptual 

design stage. J. Clean. 2020. 243. 118640. https://
doi.org/10.1016/j.jclepro.2019.118640 

23.	Surdacki P. and Montusiewicz J. Approach to mul-
ticriterion optimization of quench performance of 
superconducting winding. IEEE Trans. Magn. 1996. 
32. 1266–1269. https://doi.org/10.1109/20.497475

24.	Pareto V. Cours d’economic politique. Rouge. Lou-
sanne 1896.

25.	Montusiewicz J. Ranking Pareto optimal solutions 
in genetic algorithm by using the undifferentiation 
interval method. In: Burczyński T. (ed.) Evolution-
ary Methods in Mechanics. 2004. Kluwer Academic 
Publishers. 265-276.

26.	Antkiewicz M. and Myszkowski P.B. Balancing 
Pareto Front exploration of Non-dominated Tour-
nament Genetic Algorithm (B-NTGA) in solv-
ing multi-objective NP-hard problems with con-
straints. Inf. Sci. 2024. 667. 120400. https://doi.
org/10.1016/j.ins.2024.120400

27.	Kesireddy A., Medrano F.A. EliteMulti-Criteria De-
cisionMaking—Pareto Front Optimization in Multi-
Objective Optimization. Algorithms 2024. 17. 206. 
https://doi.org/10.3390/a17050206

28.	Roy B. Methodologie MulticritEre d’Aide A la De-
cisin. Editions Economica, 1985.

29.	Saaty T. The analytic hierarchy process. McGraw–
Hill, 1980.

30.	Szaja A., Montusiewicz A., Pasieczna-Patkowska 
S., Grządka E., Montusiewicz J., Lebiocka M. 
Pre-Treatment of Spent Coffee Grounds Using Hy-
drodynamic Cavitation. Energies 2024. 17. 2229. 
https://doi.org/10.3390/en17092229 


