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INTRODUCTION

Awareness on cultural institutions like muse-
ums is very low making them conclude that their 
digital presence needs improvements. The web is 
increasingly used for collecting, storing and refer-
ring events or images of the past and present. This 
is mainly due to the availability of cheap digital 
hardware. Images range from simple photographs 
to 3D scans. For example Google’s Art Project 
[1] has National Gallery (London), Palace of Ver-
sailles [2] or Van Gogh Museum as the project’s 
contributors for 3D presentations. Khufu Pyramid 
[3] is fully 3D and can be viewed from any di-
rection. In the creation of documents on relics or 

eternal subjects only multimedia presentations do 
not help as they need accuracy of resolution in 
devices that measure them [4, 5].

Increasing interest in techniques for 3D digi-
tization has resulted in the proposals of various 
digital modelling techniques for 3D objects and 
used in visualizations or documentations. Ex-
amples are cultural artefact objects [6], health-
care screening and evaluations [7], entertainment 
gadgets [8]. 3D visualizations are have industrial 
or commercial applications in reverse engineer-
ing, fashion technology, crime investigations 
and industrial quality control to name a few. In 
spite of a variety of applications of 3D imag-
ing they are limited by complexity and duration 
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while measuring or using metrics. They typically 
use bi-directional measurements which require 
skilled personnel. 3D scanning is a common ap-
proach used in e-documentations of cultural ar-
tefact s [9]. The study in [10] proposed an auto-
mated 3D measurement approach for preserving 
cultural artefacts while [11] developed software 
to handle voluminous 3D scanned data. High res-
olution volumetric maps created for 3D images 
were used for documenting cultural assets in [12]. 

Specially acquired 3D images using special-
ized equipment (wild image collections) can be 
exploited for creating cultural e-documentations 
using the medium of internet. The difficulty how-
ever in using such collections is their lack struc-
ture in storage and calls for content-based filter-
ing techniques to retrieve them based on subjects. 
Automatic generation of geo-location tags has 
helped in improving content visualizations, but 
performances of techniques retrieving them have 
been found to be low mainly due to mismatches 
is tagging. Thus, content filtering techniques are 
imperative to for efficient 3D reconstructions and 
for while maximizing exploitation of image col-
lections on the internet. 

3D images are acquired with a planning phase 
where strategies for measurements are defined. In 
the scanning phase, multi-directional measure-
ments catering to each object’s digitization are 
considered. These measurements are then inte-
grated to obtain a complete 3D model. In the final 
phase techniques like filtering and normalization 
using triangle meshes are used. Most of these pro-
cesses are done manually. Scanner placements, 
defining measurement strategies and integrating 
obtained views are done with human intervention 
and by skilled operators. The absence of auto-
mation in these phases eliminates in candidature 
in creating professional digital documents. The 
main issue in automatic implementations of ac-
curate 3D/4D reconstructions lies in its lack of 
a proper structure as they happen to be recon-
structions evoked due to personal interest. While 
being displayed on the internet, they manage to 
form outliers which again recursively affects per-
formances and cost of retrieving algorithms. Ro-
bust algorithms for 3D reconstructions in spite of 
noises do exist [13, 14] but their complexity in 
computations increases drastically. Hence, quick 
and efficient matching of images is very critical to 
3D reconstructions of images. 

This research work proposes automation of 
content filtering for cultural artefacts in images 

using Internet based image repositories. Outliers 
are eliminated by 3D reconstruction algorithms 
using structures of objects in motion and thus 
preparing them for digital documentations. LVC 
(Localized Visual Content) representations are 
clubbed with textual extractions and geo-tagged 
information in this work. The main objective of 
using LVCs is to identify images with same ob-
jects in the background but different foregrounds 
and use them in 3D reconstructions. LVCs iden-
tification is done using ORB (Oriented FAST 
and Rotated BRIEF) as the local descriptor. 
This work also implements voxel descriptors to 
extract Haar-like features from Cultural image 
landmarks. These features are selected based on a 
voxel’s neighbourhood and thus examining its lo-
cal appearance. A similarity matrix is constructed 
from the extractions for indicating the similarity 
of a visual content in images. This localized pair 
matches yield different models of a cultural ar-
tefact’s views in a 2D image space. Outliers are 
identified by considering each image as a point 
of a multi-dimensional hyperspace where its co-
ordinates depict its position in the hyperspace. 
As they project the closeness of images in the 
hyperspace spatially applicable PVDBSCAN 
can be used to remove outlier points efficiently. 
DBSCAN is mainly used due to its capability to 
eliminate outliers with robustness. The use of In-
formation theory clustering in this research work 
helps quicken image matching in image views of 
a cultural artefact. 

RELATED WORK

Images can be identified in searches and their 
features can also be extracted by CBIR (Content-
Based Image Retrieval) techniques. CBIRs ex-
tract an image’s shape, color and texture statis-
tically or through recognitions of pattern recog-
nitions, computer vision and processing signals. 
These techniques have been applied in the areas 
of healthcare, crime recognition, publishing and 
fashion technology.

In [15] this article, we propose an automatic 
scheme for 3D modeling/reconstruction of ob-
jects of interest by collecting pools of short du-
ration videos that have been captured mainly for 
touristic purposes. Initially a video summariza-
tion algorithm is introduced using a discriminant 
Principal Component Analysis (d-PCA). The goal 
of this innovative scheme is to extract the frames 
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so that bunches within each video cluster that 
contains videos of content referring to the same 
object present the maximum coherency of image 
data while content across bunches the minimum 
one. Experimental results on cultural objects in-
dicate the efficiency of the proposed method to 
3D reconstruct assets of interest using an unstruc-
tured image content information.

In [16] introduce a new approach for large-
scale scene image retrieval to solve the problems 
of massive image processing using traditional 
image retrieval methods. First, we improved tra-
ditional -Means clustering algorithm, which op-
timized the selection of the initial cluster centers 
and iteration procedure. Second, we presented 
a parallel design and realization method for im-
proved -Means algorithm applied it to feature 
clustering of scene images. Finally, a storage and 
retrieval scheme for large-scale scene images 
was put forward using the large storage capac-
ity and powerful parallel computing ability of the 
Hadoop distributed platform. The experimental 
results demonstrated that the proposed method 
achieved good performance.

In [17] the author aims to examine the pos-
sibility to extract metric information of historic 
buildings from historical film footage for their 3D 
virtual reconstruction. In order to make automatic 
the research of a specific monument to document, 
in the first part of the study an algorithm for the 
detection of architectural heritage in historical 
film footage was developed using Machine Learn-
ing. This algorithm allowed the identification of 
the frames in which the monument appeared and 
their processing with photogrammetry. In the sec-
ond part, with the implementation of open source 
Structure-from-Motion algorithms, the 3D virtual 
reconstruction of the monument and its metric in-
formation were obtained. The results were com-
pared with a benchmark for evaluate the metric 
quality of the model, according to specific cam-
era motion. This research, analysing the metric 
potentialities of historical film footage, provides 
fundamental support to documentation of Cultur-
al Heritage, creating tools useful for both geomat-
ics and historians.

It can be said that main limitation of the above 
listed techniques is in their use of global visual 
information to identify required images amongst 
noisy images. CBIR approaches have been found 
to be useful in retrieving images based on user 
query images, but have their own pitfalls when 
applied to 3D image reconstructions.

In [18], we proposed a deep learning-based, 
soft-edge-enhanced depth estimation method and 
applied it to the 3D reconstruction of Borobudur 
reliefs. We introduced an edge guidance layer to 
the depth estimation network to improve the re-
construction accuracy of the relief details. In [19] 
a new content-based image filtering is proposed 
to discard image outliers that either confuse or 
significantly delay the followed e-documentation 
tools, such as 3D reconstruction of a cultural heri-
tage object. The presented approach exploits and 
fuses two unsupervised clustering techniques: 
DBSCAN and spectral clustering. DBSCAN al-
gorithm is used to remove outliers from the ini-
tially retrieved dataset and spectral clustering 
discriminate the noise free image dataset into dif-
ferent categories each representing characteristic 
geometric views of cultural heritage objects. To 
discard the image outliers, we consider images as 
points onto a multi-dimensional manifold and the 
multi-dimensional scaling algorithm is adopted to 
relate the space of the image distances with the 
space of Gram matrices through which we are 
able to compute the image coordinates. Finally, 
structure from motion is utilized for 3D recon-
struction of cultural heritage landmarks. 

The study by Kekre et al [20] used signatures 
of images and created clusters from its colour 
features and stored it in a database as codebooks. 
These stored codebooks were referred with in-
put query images for assessing pertinent visual 
matches. Visual clustering was focused by Simon 
et al [21]. Their scheme optimized image selec-
tions by creating a scene summary with canoni-
cal image views. One major limitation of these 
methods is in their use of image global features 
for encoding visual information which is not suit-
able for 3D image processing. Reconstructing 3D 
images have to select multiple views of the ob-
ject from the background’s spherical coordinates 
instead of matching similarity of information. 
Global visual representations fail to describe mul-
tiple object view instances as the foreground and 
background is two dimensional. User’s geometric 
intuitions were used in [22]. The technique learnt 
about the feature space based on these intuitions. 
RF (random Forest) algorithms can generically 
handle two classes of images namely relevant or 
irrelevant. RF can also be viewed as relevant or 
irrelevant groups. For example, while classify-
ing cars, irrespective of the car colour they can 
be categorized as relevant while other as irrele-
vant in feature space representations. The study 
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used multi-level relevance scores and integrated 
relative degrees of relevance on images based on 
the query of the user. Geo-clustering figured in 
the work of [23] where landmark images were 
retrieved. The study’s engines combined geo in-
formation and hierarchical agglomerative visual 
clustering for getting dense groups. In the work’s 
phase 1, image information with similar geo-tags 
was extracted. After this phase, outliers in images 
were eliminated using visual clustering.

METHODOLOGY

The main purpose of this proposed work is 
to use visual clustering in CBIRs for 3D recon-
structions of images and their effective use in e-
documentation of cultural artifacts. The foremost 
research challenge lies in reconstructing remote 
unstructured images using the heterogeneous in-
ternet medium. Very huge volumes noise/outlier 
in images exist when they are placed on the web. 
The present work’s emphasis lies in identifying 
cultural artifacts using CBIRs and depicted as 
dotted lines in Figure 1. Geo-tags text is used by 
the searching part of the proposal where inter-
net multimedia databases like Picasa, Flickr and 
Photosynth are searched for identifying cultural 
objects which can effectively depicts cultural ar-
tifacts in these data stores. Most of these images 
accumulate noise in retrievals due to multiple 
reasons: user generated monumental photos get 
overlaid by personal content hiding objects; an-
notations of images are complex and ad-hoc like a 
Parthenon temple is the same as Acropolis hill in 
annotations though they are different; people may 
refer to important parts of an artefact in their own 
unique way (Athenian view from the hill is mostly 
annotated as Acropolis) and various objects share 

the same name making it a complex issue. Hence, 
this work attempts to overcome these hurdles us-
ing the proposed framework.

The proposed methodology eliminates out-
liers and then important characteristics are dis-
criminated for an objects multiple geometric 
views which then become the input for a 3D en-
gine. PVDBSCAN clustering eliminates image 
outliers. This technique is used as it is more ro-
bust than other techniques which fail to separate 
outliers from relevant images. The selected and 
identified images are then processed for selec-
tion of M elements that can relate to accuracy 
of builds in 3D reconstructions. This is accom-
plished by selecting more “uncorrelated” infor-
mation (canonical geometric views) from image 
data. Spectral information theoretic clustering is 
used mainly because of its efficiency in defining 
sub-graphs for depicting maximum coherence in 
intra cluster and the minimum coherence is used 
in inter-clusters.

PROBLEM FORMULATION 

Assuming X is the set of images retrieved 
from with text/geo tags from multiple datasets 
on a user query for identifying cultural artefact 
objects, then X can be viewed as a combina-
tion of two mutually exclusive sets C (relevant 
images) and O (Outliers) such that 𝑋𝑋 = 𝐶𝐶 ∪ 𝑂𝑂 , 
and 𝐶𝐶 ∩ 𝑂𝑂 = ∅  . If Z is the set of retrieved im-
ages then C and O have to be computed. The set 
of representative images M that can enhance 3D 
reconstructions accurately exists in C. 3D recon-
structions accuracy raises as M increases while 
increasing the complexity. Thus, the problem 
turns to selecting M from C for improving ac-
curacy of 3D reconstructions. M can be selected 

Fig. 1. Proposed methodology for 3D cultural artefacts image reconstructions
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by dividing C into mutually exclusive groups/
clusters where C=Crr=1, 2… M. Similarity of 
canonical forms do not yield accurate 3D recon-
structions and hence M consists of “uncorrelated” 
cluster samples belonging to different clusters for 
maximizing 3D reconstructions accuracy. Also M 
should not have redundant information. The prob-
lem is depicted as Equation (1)

𝐶̂𝐶𝑟𝑟:min∑𝑃𝑃𝑟𝑟 = ∑ 𝑑𝑑𝑖𝑖,𝑗𝑗
𝑖𝑖∈𝐶𝐶𝑟𝑟,𝑗𝑗∉𝐶𝐶𝑟𝑟

𝑀𝑀

𝑖𝑖=1
𝑎𝑎𝑎𝑎𝑎𝑎max∑𝑄𝑄𝑟𝑟

𝑀𝑀

𝑖𝑖=1
= ∑ 𝑑𝑑𝑖𝑖,𝑗𝑗

𝑖𝑖∈𝐶𝐶𝑟𝑟,𝑗𝑗∈𝐶𝐶𝑟𝑟

 

𝐶̂𝐶𝑟𝑟:min∑𝑃𝑃𝑟𝑟 = ∑ 𝑑𝑑𝑖𝑖,𝑗𝑗
𝑖𝑖∈𝐶𝐶𝑟𝑟,𝑗𝑗∉𝐶𝐶𝑟𝑟

𝑀𝑀

𝑖𝑖=1
𝑎𝑎𝑎𝑎𝑎𝑎max∑𝑄𝑄𝑟𝑟

𝑀𝑀

𝑖𝑖=1
= ∑ 𝑑𝑑𝑖𝑖,𝑗𝑗

𝑖𝑖∈𝐶𝐶𝑟𝑟,𝑗𝑗∈𝐶𝐶𝑟𝑟

 

(1)

where:	 𝐶̂𝐶𝑟𝑟  – C’s optimal rth partition in M and
	 di,j- distance between images 𝑖𝑖, 𝑗𝑗 ∈ 𝐶𝐶 .

LHS of (1) reduces correlations between clus-
ters in M for obtaining “uncorrelated” images. 
RHS in (1) maximizes class coherences. The issue 
in this formulation is computing di,j  along with 
C. Hence, this work formulates multi-dimension-
al images as data points in a feature space. The 
distances between points cab be computed using 
cMDS (classical Multi-Dimensional Scaling) al-
gorithm [24] based on connection between points 
and visual matches of images (Theorem 1 [25]). 
Visual coherences between images are treated as 
Euclidean distances between points to formulate 
the required set C. The set of outlier data points 
are also identified. Any center-based technique 
would fail in identifying C and O as their divi-
sions lead to more number of outliers in partition-
ing. Densitybased clusters overcome this issue 
and frame C as it is formulated from denser areas 
while also identifying O. This work uses PVDB-
SCAN base with strong constraints which ensures 
most confident images get aligned with their cor-
responding sets. The focus of this work thus is 
in creating a compact set with multiple geomet-
ric views of an object for 3D reconstructions and 
exclude outlier images in processing for reduced 
computational complexity.

GEOMETRIC INVARIANT DESCRIPTOR 
AND HAAR LIKE FEATURE EXTRACTION 

Assuming N images retrieved from web da-
tasets like Picasa are then extracted to form the 
set X. N is formed using geo-location/textual tags 

or they have textual and geo-location information 
similarity. The images are filtered using Visual 
features for maximizing 3D reconstructions from 
N while maintaining computational complexity 
to a minimum.

ORB based visual content representation

This work uses Visual descriptors for captur-
ing an object’s multiple views with geometric per-
spectives which are used for 3D reconstructions. 
The descriptors can find visual similarities in im-
ages being invariant to affine transformations and 
convert them into a distance form between two 
images. The descriptor based on ORB, finds key 
points in image cornersand associates key points 
to a descriptive vector.

Assuming FAST detects corner pixels 
(pc – pixel) they are processed with a series of bi-
nary tests 𝑇𝑇 = {𝜏𝜏1, 𝜏𝜏2,… , 𝜏𝜏𝑛𝑛}  and n is pre-defined 
scalar. If, ℓ (𝑝𝑝𝑐𝑐)  is an Image patch surrounding 
then 𝑝𝑝𝑐𝑐𝜏𝜏𝑖𝑖(ℓ (𝑝𝑝𝑐𝑐); 𝑞𝑞, 𝑟𝑟)= 1  = 1 when I(q) < I(r) or 
otherwise 0. q,r are pixels in ℓ (𝑝𝑝𝑐𝑐)  while  I(q), 
I(r), are intensities of the corresponding pixels. 
The constructed features from T is expressed as 
Equation (2)

𝑓𝑓𝑛𝑛
(𝐼𝐼)(ℓ (𝑝𝑝𝑐𝑐)) = ∑ 2𝑖𝑖−1

1≤𝑖𝑖≤𝑛𝑛
𝜏𝜏𝑖𝑖(ℓ (𝑝𝑝𝑐𝑐); 𝑞𝑞, 𝑟𝑟) (2)

The patch around a pixel found using inten-
sity’s centroid orientation in a corner using Equa-
tion (3)

𝜃𝜃(ℓ (𝑝𝑝𝑐𝑐)) = arctan (𝑚𝑚01(ℓ (𝑝𝑝𝑐𝑐)), 𝑚𝑚10(ℓ (𝑝𝑝𝑐𝑐))) (3)

where:	 𝑚𝑚01(ℓ (𝑝𝑝𝑐𝑐)), 𝑚𝑚10(ℓ (𝑝𝑝𝑐𝑐))  – unpro-
cessed moments of the patch ℓ (𝑝𝑝𝑐𝑐) .

	 Feature vector 𝑓𝑓𝑛𝑛
(𝐼𝐼)(ℓ (𝑝𝑝𝑐𝑐))  projection 

in angle 𝜃𝜃(ℓ (𝑝𝑝𝑐𝑐))  outputs a rotation-
invariant binaryrepresentation vector, 
𝑓𝑓𝑛𝑛

(𝐼𝐼)(ℓ (𝑝𝑝𝑐𝑐)) , of patch ℓ (𝑝𝑝𝑐𝑐) . Visual 
content’s matrix 𝐹𝐹(𝐼𝐼) ∈ {0,1}𝐾𝐾×𝑛𝑛 can be 
equated to Equation (4)

𝐹𝐹(𝐼𝐼)  = [𝑓𝑓𝑛𝑛
(𝐼𝐼)(ℓ (𝑝𝑝1)), 𝑓𝑓𝑛𝑛

(𝐼𝐼)(ℓ (𝑝𝑝2)) … 𝑓𝑓𝑛𝑛
(𝐼𝐼)(ℓ (𝑝𝑝𝑘𝑘))]

𝑇𝑇
 

𝐹𝐹(𝐼𝐼)  = [𝑓𝑓𝑛𝑛
(𝐼𝐼)(ℓ (𝑝𝑝1)), 𝑓𝑓𝑛𝑛

(𝐼𝐼)(ℓ (𝑝𝑝2)) … 𝑓𝑓𝑛𝑛
(𝐼𝐼)(ℓ (𝑝𝑝𝑘𝑘))]

𝑇𝑇
 

(4)
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Voxel descriptor 

3D voxel descriptors model Haar-like fea-
tures [26] HrF(I) which can be obtained a sample 
voxel’s neighbourhood. Haar-like features are ex-
tracted in the study using ten filter templates as 
shown in Figure 2 using the scales of 22–8 voxel-
sand 11 translations along each axis. Each feature 
is computed as the difference between the sum of 
intensities inside the grey region and the sum of 
intensities inside the white region. Extractions are 
constrained to 31×31 voxel blocks which can al-
most 91,594 Haar-like features per image voxel. 
These features do not use a complete Haar wave-
let band in computations.

Degree of Visual Resemblance: this work 
calculates voxel wise similarities between two 
images in their corresponding points. This helps 
in identifying cultural artefacts from different im-
ages with geometrical perspectives. An image 
corner’s closest neighbours are matched in im-
ages as ORB’s key points are binary patterns. The 
matches are executed using multi-probe Locality 
Sensitive Hashing which identify nearest neigh-
boursusing Hamming distance, DH. If ORB ex-
tracts an image A then 𝑘𝑘𝑖𝑖

(𝐴𝐴)  is the ith image corner 
and described as 𝑓𝑓𝑛𝑛

(𝐴𝐴)(ℓ (𝑝𝑝𝑐𝑐))  (vector), then the 
image B’s most relevant corners 𝑘𝑘𝑖𝑖

(𝐵𝐵)  w.r.t 𝑘𝑘𝑖𝑖
(𝐴𝐴) , 

can be obtained using minimization achieved by 
Equation (5)

𝑗𝑗𝑖𝑖  =  arg min
𝑗𝑗=1,..𝐾𝐾

(𝐷𝐷𝐻𝐻(𝑓𝑓𝑛𝑛
(𝐴𝐴) (ℓ (𝑝𝑝𝑖𝑖)), 𝑓𝑓𝑛𝑛

(𝐵𝐵)ℓ (𝑝𝑝𝑖𝑖))) (5)

where:	 𝑘𝑘𝑖𝑖
(𝐴𝐴)  and 𝑘𝑘𝑖𝑖

(𝐵𝐵)  are corresponding key 
points of the images. Once all correspond-
ing points are detected, the set 𝑀𝑀(𝐴𝐴→𝐵𝐵)   
contains key-point pairs 𝑘𝑘𝑖𝑖

(𝐴𝐴)  ,

	 i=1,2,…,K with corresponding B’s 𝑘𝑘𝑖𝑖
(𝐵𝐵)  

the set can be defined as Equation (6)

𝑀𝑀(𝐴𝐴→𝐵𝐵) = {(𝑘𝑘𝑖𝑖
(𝐴𝐴), 𝑘𝑘𝑗𝑗𝑖𝑖

(𝐵𝐵)) |𝑖𝑖 = 1, . . 𝐾𝐾} (6)

A Bi-way matching is executed between A 
and B for obtaining the set M(A,B) which has cor-
responding matches of the sets. The intersection 
of M(A→B) and M(B→A)sets can be defined as 
Equation (7)

𝑀𝑀(𝐴𝐴,𝐵𝐵) = 𝑀𝑀(𝐴𝐴→𝐵𝐵) ∩ 𝑀𝑀(𝐵𝐵→𝐴𝐴) (7)

The chosen matches can be justified by 
their nearest neighbour. In case of differences in 
matches, they are compensated by Bi-way match-
ing. K, the count of extracted matches is used in 
assessing visual similarity between images i = A 
and j = B using Equation (8)

𝑆𝑆𝑖𝑖=𝐴𝐴,𝑗𝑗=𝐵𝐵 = |𝑀𝑀(𝐴𝐴,𝐵𝐵)|
𝐾𝐾  (8)

where:	 |𝑀𝑀(𝐴𝐴,𝐵𝐵)|  is the cardinality of the set M (A, 
B). 

The output of (8) is aN×N sym-
metrical matrix S for N images where 
𝑠𝑠𝑖𝑖𝑖𝑖 ∈ [0,1], 𝑖𝑖, 𝑗𝑗 = 1,2, … ,𝑁𝑁. 𝑠𝑠𝑖𝑖𝑖𝑖=0  when there 

is absence of relation in the visual contents of 
images i and j. si,j = 1 implies the images are 
similar. If D is S’s logarithmic version similar 
images near 0 while dissimilar images show a 
high value. D is a symmetric square N×N matrix 
with positive values where the main diagonal 
has zero values. 𝐷𝐷 = [𝑑𝑑𝑖𝑖𝑖𝑖] = − log(𝑆𝑆)  where 

Fig. 2. Filter templates used for extracting 3D Haar-like feature
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di,j is an element of D. The treatment of images 
as multi-dimensional points helps in identifying 
and eliminating outliers in the retrieved images 
as they have low or very low densities when 
compared to relevant images. 

PROPOSED SOLUTION

Conventional center based partitioning 
schemes like k-means clustering fail to bifurcate 
relevant images C, from outliers O, properly. 
Such precise partitions require complicated pro-
cesses like Information theory clustering. The 
creation of relevant set of images in this work is 
done using density variations in a feature space, 
instead of their positions in the feature space for 
image partitions.

Estimating spatial densities in images

An image’s density can be defined as the count 
of points u that exist within r the specified in a hy-
perspace. In an image A, assuming the existence of 
a relationship that is non-linear then the function 
g(A)(∙) relates r to u as r = g(A)(u). The function 
also depicts the required distance of r to be a part 
of the space for u points within r in an image. A line 
segment that connects these points is defined in 
the plane (u,r) where c1 = (u = 1, r = g(A)(1))   and cN = (u = N,r = g(A)(N)) The curve’s point 
at maximum distance is defined by the function 
which can be detected where a unit vector can de-
fined as Equation (9)

𝑢𝑢 = 𝐶𝐶𝑁𝑁 − 𝐶𝐶1
||𝐶𝐶𝑁𝑁 − 𝐶𝐶1||2

 (9)

In the above equation, DBSCAN finds clus-
ters (C1, C2) and marks its neighbourhood points 
as noise. The algorithm has problems with high-
dimensional data as it is difficult for the algo-
rithm to define density in high dimensional data. 
This work focuses on solving this deficiency of 
DBSCAN while clustering data points with den-
sity variations. Real times applications have great 
utilizations for density based clustering during 
analysis. Also, partial densities help in revealing 
clusters that could be formed in a data space’s 
regions. This work uses an improved version of 
DBSCAN called PVDBSCAN which overcomes 

hurdles of DBSCAN’s single global parameter 
for clustering data points with variations in den-
sity during analysis.

The proposed PVDBSCAN (1) stores its 
computed k-dist of pixel points for partitioning 
k-dist plots. (2) The formulated k-dist plots reveal 
intuitively the densities. (3) The parameter Epsi 
for each density is chosen automatically. (4) Epsi  
is used to scan the dataset and obtain different 
density clusters. (5) Show valid density clusters. 
Since, everything narrows down to the parameter 
Epsi its choice is a significant factor and a very 
complex process. This is overcome in this work 
by the use of CSP (Core Sample Partitioning) for 
the selection which is then optimized using PSO 
(Particle Swarm Optimization) algorithm. 

Step 1: Selecting parameter Epsi 

Selecting this is parameter is a key step as K-
dist plotting are done with this parameter along 
with an analysis of density levels, though wide 
variations in density cluster densities may vary, 
but in the case of equal density, the variations 
are marginal. This leads to smooth curves getting 
connected to curves with variations. A dataset has 
n density levels when there are n smooth curves 
in the k-dist plot. Varying density dataset is has 
several densities or n variances in density. Single 
density datasets yield only one smooth curve in 
its k-dist plot. 

Assuming the neighbourhood of a point p 
is Nr (p) where 𝑝𝑝 ∈ ℝ𝜇𝜇i  in a multidimensional 
hyperspace, then the neighbourhood has points 
𝑞𝑞 ∈ Θ , where its distance w. r. t p <= r and the 
radius of the clusters is computed using Equa-
tion (10):

𝑁𝑁𝑟𝑟(𝑃𝑃) = {𝑞𝑞 ∈ Θ|dp,q < 𝑟𝑟} (10)

The output of (10) is optimized by PSO which 
is a nature inspired algorithm modeled on the dy-
namic movements and social behavior of fishes, 
birds and insects [30–31]. Velocity changes are 
also computed for cluster data points in a dimen-
sion d, and velocity changes are updated using 
Equations (11) and (12): 

𝑉𝑉𝑖𝑖𝑖𝑖 = 𝜔𝜔𝑖𝑖𝑖𝑖𝑉𝑉𝑖𝑖𝑖𝑖 + 𝐶𝐶1𝑟𝑟1(𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖𝑖𝑖) + 𝐶𝐶2𝑟𝑟2(𝑝𝑝𝑔𝑔𝑔𝑔 − 𝑋𝑋𝑖𝑖𝑖𝑖) 

𝑉𝑉𝑖𝑖𝑖𝑖 = 𝜔𝜔𝑖𝑖𝑖𝑖𝑉𝑉𝑖𝑖𝑖𝑖 + 𝐶𝐶1𝑟𝑟1(𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖𝑖𝑖) + 𝐶𝐶2𝑟𝑟2(𝑝𝑝𝑔𝑔𝑔𝑔 − 𝑋𝑋𝑖𝑖𝑖𝑖) 
(11)
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𝑋𝑋𝑖𝑖𝑖𝑖 = 𝑋𝑋𝑖𝑖𝑖𝑖 + 𝑉𝑉𝑖𝑖𝑖𝑖 (12)

where:	 r1, r2 , – random numbers in the interval 
[0, 1] based on global/local radius ranges 
in clusters,

	 Vid – momentum,

	 ωid – inertia,
	 C1 – cognitive learning parameter and
	 C2 – social collaboration parameter,
	 𝑋𝑋𝑖𝑖𝑖𝑖 = (𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, … 𝑥𝑥𝑖𝑖𝑖𝑖)  – energy of the 

i th particle,
	 𝑃𝑃𝑖𝑖 = (𝑝𝑝𝑖𝑖1, 𝑝𝑝𝑖𝑖2, …𝑝𝑝𝑖𝑖𝑖𝑖) – best prior posi-

tions based on fitness energy values.

Inertia weight balances exploitation and 
exploration processes. It finds the rate of par-
ticles between current and previous velocities in 
the current time step. Multiple types of inertia 
weights like constant weights or random weights 
have been used. PSO was modified for updating 
velocity of the i th particle in a dimension d using 
Equations (13) and (14):

𝑉𝑉𝑖𝑖𝑖𝑖 = 𝜆𝜆[𝜔𝜔𝑖𝑖𝑖𝑖𝑉𝑉𝑖𝑖𝑖𝑖 + 𝐶𝐶𝑟𝑟𝑟𝑟1(𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖𝑖𝑖) + 𝐶𝐶2𝑟𝑟2(𝑝𝑝𝑔𝑔𝑔𝑔 − 𝑋𝑋𝑖𝑖𝑖𝑖)] 

𝑉𝑉𝑖𝑖𝑖𝑖 = 𝜆𝜆[𝜔𝜔𝑖𝑖𝑖𝑖𝑉𝑉𝑖𝑖𝑖𝑖 + 𝐶𝐶𝑟𝑟𝑟𝑟1(𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑋𝑋𝑖𝑖𝑖𝑖) + 𝐶𝐶2𝑟𝑟2(𝑝𝑝𝑔𝑔𝑔𝑔 − 𝑋𝑋𝑖𝑖𝑖𝑖)] 
(13)

𝑋𝑋𝑖𝑖𝑖𝑖 = 𝑋𝑋𝑖𝑖𝑖𝑖 + (𝜔𝜔𝑉𝑉𝑖𝑖𝑖𝑖) (14)

where:	 λ – factor of convergence and computed 
using Equation (15) 

𝜆𝜆 = 2
|2 − 𝐶𝐶 − √𝐶𝐶2 − 4𝐶𝐶|

 (15)

where:	 C = C1 + C2 ,

The proposed algorithm ωid is computed us-
ing Equation (16) 

𝜔𝜔𝑖𝑖𝑖𝑖 = 0.9 − 𝑡𝑡
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

∗ 0.5 (16)

where:	 t – total iterations and
	 Tmax – max no of iterations. An increasing 

t, decreases ω linearly from 0.9 to 0.4.

Step 2: Varied-density clustering

This study modifies DBSCAN for the param-
eter Epsi where i=1, 2, 3… n, n being density lev-
els. The parameter is ordered as k-dist line curves 
implying Epsi < Epsi + 1(i < n) DBSCAN, marks 
Epsi+1, points in clusters based on Epsi value. Ci 
– t depicts the points belonging to a cluster t with 
i density. The marking are done to avoid re-pro-
cessing of points in iterations. Unmarked points 
are treated as outliers and only Ci – t are displayed 
as results. The point p with neighbourhood cardi-
nality ‖𝑁𝑁𝑟𝑟(𝑝𝑝)‖ ≥ 𝑢𝑢  is the core sample. When the 
point 𝑞𝑞 ∈ 𝑁𝑁𝑟𝑟(𝑝𝑝)  with cardinality ‖𝑁𝑁𝑟𝑟(𝑝𝑝)‖ ≥ 𝑢𝑢  
then p and q are directly density-reachable or 
when exists a chain of points p1, ..., pn with p1 = p 
and pn=qsuch that pi is directly density-reachable 
from pi+1. Though CSP partitioning with strin-
gent norms increases FPR (False Positive Rates) 
values when outliers are removed, it also reduces 
false negatives. Thus, outlier eliminations may 
create confusions for algorithms in selecting the 
most suitable views for 3D reconstructions, but 
they generate a compact subset of visually similar 
images in a lesser time frame. The generated sub-
sets also need to be identified as groups that con-
tain visual representation of the cultural artefact 
which can be regenerated into 3D view. 

Thus, the next phase of this research work 
is to identify and separate the processed image 
data into regions of relevance. Image regions 
with spherical representations are input into a 
3D reconstruction engine which uses these in-
puts to construct a 3D image, a complex process. 
In this process the point similarities in images 
can be depicted as a graph G = (V, E) where each 
vertex of a graph i is a data point xi. Assuming 
i and j are vertices similarity between them wij 
namely xi and xj is a non-zero value and weighed 
by wij which highlights the distance between the 
vertices. Clustering these data points can now 
be reassessed using similarities in the graph and 
narrows down to find partitions where the edges 
in the graph are identified by their weights i.e. 
lower weights form a cluster and higher weights 
forma different cluster. The degree of weights, a 
matrix DM = {d1 ... dn}  can be defined as a di-
agonal matrix. DM can be normalized into a La-
placian Matrix L where L = 1 – I – D – 1W. The 
term Graph Laplacian for such matrices some-
how seem to rare or non-existent in literature 
[29]. Spectral Clustering variants are mostly use 
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Laplacian matrix’s eigenvectors to symbolize 
abstract data points as real points in a Euclidean 
space. Clustering algorithms like k-means then 
use these vectors to obtain clusters from the giv-
en inputs data. A transitional matrix with non-
negative values whose sum of elements equals 
1 is defined as P(n x n) = D – 1 W = I – L. P is 
then used to define a Marko chain correspond-
ing to the graph’s random walk. The n valued 
stationary Markov chain for X = {Xt} is defined 
in Equation (17): 

𝑃𝑃𝑖𝑖𝑖𝑖 = (𝐷𝐷−1𝑊𝑊)𝑖𝑖𝑖𝑖 = 𝑝𝑝(𝑋𝑋2 = 𝑗𝑗|𝑋𝑋1 = 𝑖𝑖) =
𝑤𝑤𝑖𝑖𝑖𝑖

∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑘𝑘
 (17)

The probability Pij in formulating from i 
to j (by transformation) in a singular step is di-
rectly proportional to the weight of the edge wij. 
If it is assumed that π =  (π1, … , πn) , where 

πi = di
∑ djj   , then PTπ =  π  can also be veri-

fied, thus it can be said that the graph is a non-bi-
partite connected graph where π signifies unique 
and stationary distribution of P’s Markov chain 
[27]. Thejoint stationary probability of X1 and X2 
is defined in Equation (18):

𝑝𝑝(𝑋𝑋1 = 𝑖𝑖, 𝑋𝑋2 = 𝑗𝑗) =
𝑤𝑤𝑖𝑖𝑖𝑖

∑ 𝑤𝑤𝑘𝑘𝑘𝑘𝑘𝑘
 (18)

and the combined distribution of (Y1, Y2), random 
variables in the clusters can be defined as Equa-
tion (19):

𝑝𝑝(𝑌𝑌1 = 𝑖𝑖, 𝑌𝑌2 = 𝑗𝑗) = 𝑝𝑝(𝑋𝑋1 ∈ 𝐴𝐴𝑖𝑖, 𝑋𝑋2 ∈ 𝐴𝐴𝑗𝑗) = 1
𝑣𝑣𝑣𝑣𝑣𝑣 (𝑉𝑉) ∑ 𝑤𝑤𝑘𝑘𝑘𝑘

𝑘𝑘∈𝐴𝐴𝑖𝑖,𝑙𝑙∈𝐴𝐴𝑗𝑗

 

𝑝𝑝(𝑌𝑌1 = 𝑖𝑖, 𝑌𝑌2 = 𝑗𝑗) = 𝑝𝑝(𝑋𝑋1 ∈ 𝐴𝐴𝑖𝑖, 𝑋𝑋2 ∈ 𝐴𝐴𝑗𝑗) = 1
𝑣𝑣𝑣𝑣𝑣𝑣 (𝑉𝑉) ∑ 𝑤𝑤𝑘𝑘𝑘𝑘

𝑘𝑘∈𝐴𝐴𝑖𝑖,𝑙𝑙∈𝐴𝐴𝑗𝑗

 
(19)

where:	
 

𝑣𝑣𝑣𝑣𝑣𝑣(𝑉𝑉 ) =  ∑ 𝑤𝑤𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖

 
 
.

This work additionally applies informa-
tion theory to obtain minimal losses in random 
walks of the clusters. The information shared 
while clustering C = {A1, ..., Am}, defined as 
Equation (20):

𝑀𝑀𝑀𝑀(𝐴𝐴1,…𝐴𝐴𝑚𝑚) = 𝐼𝐼(𝑌𝑌1; 𝑌𝑌2) = ∑𝑝𝑝(𝑌𝑌1 = 𝑖𝑖, 𝑌𝑌2 = 𝑗𝑗) log 𝑝𝑝(𝑌𝑌1 = 𝑖𝑖, 𝑌𝑌2 = 𝑗𝑗)
𝑝𝑝(𝑌𝑌1 = 𝑖𝑖)𝑝𝑝(𝑌𝑌2 = 𝑗𝑗)

𝑖𝑖𝑖𝑖
 

𝑀𝑀𝑀𝑀(𝐴𝐴1,…𝐴𝐴𝑚𝑚) = 𝐼𝐼(𝑌𝑌1; 𝑌𝑌2) = ∑𝑝𝑝(𝑌𝑌1 = 𝑖𝑖, 𝑌𝑌2 = 𝑗𝑗) log 𝑝𝑝(𝑌𝑌1 = 𝑖𝑖, 𝑌𝑌2 = 𝑗𝑗)
𝑝𝑝(𝑌𝑌1 = 𝑖𝑖)𝑝𝑝(𝑌𝑌2 = 𝑗𝑗)

𝑖𝑖𝑖𝑖
 
(20)

The above equation results are rewrit-
ten in formulating a matrix from MI vectors. If 
𝑎𝑎𝑟𝑟 = [⋯𝑎𝑎𝑟𝑟𝑢𝑢 ⋯ ]𝑇𝑇  is the index vector where the 
uth entry equals one, the uth image is appended 
to Cr ‘srth partition as depicted in Equation (21). 

𝑎𝑎𝑟𝑟
𝑢𝑢 = {1 𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑒𝑒𝑢𝑢𝑡𝑡ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑡𝑡ℎ𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

0 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (21)

It can be comprehended from the above dis-
cussions that when an image is chosen from re-
trieved images, updating and re-estimations are 
needed in the cluster from where it is chosen. 
Same representations are maintained for reduc-
tion of computational complexities. Hence, the 
selections are sorted based on their representa-
tions and retrieved for maximizing dissimilarity 
and successful regenerations of 3D images. 

EXPERIMENTAL RESULTS

The proposed technique’s implementation 
results are displayed in this section. The design, 
analysis and validation results for 4D modelling 
of cultural artefacts using 3D reconstructions 
have been presented. The dataset images selected 
from the wild (being captured and stored in image 
repositories for non-professional 3D reconstruc-
tion use) and support the aim of digital libraries 
European and UNESCO Memory of the World to 
build a sense of a shard European cultural history 
and identity. 

Figure 3 is considered as a input image, which 
is initially retrieved image set from Flickr by us-
ing as query the keyword “Porta Nigra”. Though 
a 3D reconstruction engine, such as the structure 
from motion algorithm, can exclude image outli-
ers, the respective computational cost is quartical-
ly increasing with respect to the number of input 
images. This makes 3D reconstruction process 
practically impossible to be implemented for real-
time application scenarios. To solve this problem, 
a content-based filtering is required to “sort” the 
retrieved data according to “their contribution” 
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to the 3D reconstruction. Thus, we first need to 
discriminate the relevant/irrelevant image data as 
shown in Figure 4. Figure 5 shows the relevant 
image set to localize those images that represent 
as much as possible the different canonical views 
(geometric perspectives) of the cultural object.

Evaluation results of the proposed scheme

The proposed modified PVDBSCAN and 
clustering algorithms use Precision, Recall and 
F1 Score in evaluations. These values have been 
represented in Equation (22), (23) and (24):

𝑝𝑝𝑟𝑟 =
||𝐶𝐶𝑣𝑣𝑣𝑣 ∩ 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟||

||𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟||
 (22)

𝑟𝑟𝑒𝑒 =
||𝐶𝐶𝑣𝑣𝑣𝑣 ∩ 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟||

||𝐶𝐶𝑣𝑣𝑣𝑣||
 (23)

𝑓𝑓1 = 2. 𝑝𝑝𝑟𝑟. 𝑟𝑟𝑒𝑒𝑝𝑝𝑟𝑟 + 𝑟𝑟𝑒𝑒
 (24)

Where, Cvs denotes visually similar images 
while Cret are this work’s identified similar im-
ages. Annotated images amounting to 31,000 
images were split into two categories (sets), one 
for relevance and other for outliers. PVDBSCAN 
density-based clustering discriminated outliers 
from relevant visuals in images, thus helping the 
construction the two set Cvs. Cret was created 
using Proposed density-based partitioning which 
is compared to various existing approaches like 
K-Means algorithm, Density-based partitioning 
based on core samples partitioning (DBSCAN-
CSP), Mean shift algorithm, Density-based par-
titioning algorithm (DBSCAN).

The proposed PVDBSCAN was bench-
marked with other similar clustering approaches. 
The performance analysis of DBSCAN and PVD-
BSCAN for elimination of outliers is depicted 
in Figure 6. The results show an enhanced per-
formance in PVDBSCAN outlier removal op-
erations when compared to DBSCAN. This en-
hancement is caused as PVDBSCAN yields more 
false negatives when compared to DBSCAN’s in-
creased false positives. This implies center based 

Fig. 3. Input image

Fig. 4. Outlier removed image using PVDBSCAN

Fig. 5. Spectral clustering to discriminate images 
depicting the rear and the front view of the monument
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clustering is overwhelmed by density based clus-
tering. PVDBSCAN manages to outperform k-
means and Mean-Shift in evaluations. CSPs show 
better performances than DBSCANs and specifi-
cally in terms of increased image outliers. These 
results on cultural artefact have been obtained by 
averaging F1 scores in a “wild” image dataset. 

Comparative precision and recall values of 
the benchmarked techniques, DBSCAN, PVD-
BSCAN and of CSP for noise identification are 
shown in Figure 7 which is based on average 
precision, recall values on different cultural ar-
tefact objects retrieved from the wild. It can be 
verified that CSP partitioning yields more false 
positives and less false negatives. Noise relates 
to the count of image outliers in web retrieved 
image dataset. Noisy images are identified based 
on their visual content and as noisy images in the 
initial retrieved bring won any proposed system’s 
performance. Spectral clustering removes noises/
outliers in a multi-dimensional space. In the pro-
posed work N images were selected for accuracy 
in reconstructions irrespective of the time taken 
or computational cost incurred. This work defines 
reconstruction accuracy using cardinality as:

	  
𝐴𝐴 =

|𝐶𝐶𝑛𝑛 ∩ 𝐶𝐶𝑒𝑒, 𝑖𝑖|
|𝐶𝐶𝑛𝑛|

 
. 

It is clear from Figure 7 that when n images 
were extracted in cases of n/5, 2n/5, 3n/5, 4n/5, 
the corresponding accuracies were 20, 40, 60, 
80and 100 in percentages. The proposed work’s 
scheme also performs better in these evaluations 
when compared with min cut and normalized cut 
spectral clustering algorithm. Figure 8 displays 
reconstruction accuracy results. 

It is evident from Figure 9 that algorithms 
perform better with increasing count of sam-
ples. This also implies that as the clusters 
count increases, selection of true positives in-
creases. Min cut spectral clustering performs 
the worst in reconstructions. Spectral cluster-
ing approaches outperform spectral clustering 
with min cut and k-Means in all cases. 

Finally, Figure 10, presents a 3D recon-
struction for the Porta Nigra monument. For 
this reconstruction 30 images dataset was used 
that contained 20% of outliers.

Fig. 6. F1 Score regarding partitioning performance 
using the different clustering methods

Fig. 7. Precision and recall using the different 
clustering methods for removing outliers

Fig. 8. Precision, recall and F1 score diagram 
for spectral clustering and Information theory 
clustering algorithm versus the noise of the 

initially retrieved image collections
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CONCLUSIONS

The main goal of the proposed work is to dis-
card image outliers that are often retrieved from 
such internet collections selecting few but ap-
propriate images needed to be fed as input in the 
3D reconstruction process. Initially, local visual 
descriptors are extracted to capture different geo-
metric properties and perspectives of an object. 
This work introduces a voxel descriptors are pro-
posed to extract Haar-like features from Cultural 
artefact landmarks. The Haar-like features are 
computed from the neighborhood of each sample 
voxel under consideration, thus representing the 
local appearance of the voxel. This way, construct 
a similarity matrix that indicates how close the 
visual content of two images. In order to unsuper-
vised remove the image outliers from the retrieved 
image set (that is, without any knowledge), each 
image is considered as a point onto a multi-di-
mensional hyperspace manifold. In this work 
proposed a PVDBSCAN based clustering algo-
rithm is to set more strict criteria for partitioning 
the dataset so that only the most confident image 
inliers will be included in the relevant dataset. In 
this case the focus is to create a compact relevant 
set that contains all different geometric views of 
an object. Then, partition this “relevant” dataset 
to find images that contain the most representa-
tive geometric perspectives of an object. These 
representative views are used for a computational 
efficient 3D reconstruction without spoiling its 
performance. Experimental results showed that 
the system is capable to eliminate outliers from 
the initial retrieved datasets, even if they contain 

a large percentage of noise. In addition, the infor-
mation theoretic clustering algorithm can define 
different geometric views of an object reducing 
the cost of 3D reconstruction without spoiling 
its performance. Information theoretic clustering 
algorithm based on applying a random-walk as-
sociated with the affinity matrix of the data points 
and computing the mutual information between 
visited clusters. The constructed ground truth data 
are used to evaluate the efficiency of the image 
clustering algorithm applied to estimate the most 
representative geometric views of an object. Im-
ages are placed onto a multidimensional manifold 
and the spatial density is exploited for partition-
ing the space into two disjoint subspaces contain-
ing the visually similar and non-similar (outliers) 
images. Obviously, the percentage of outliers in 
the initial retrieved dataset determines the spatial 
density of the multi-dimensional space and thus it 
affects the performance of the algorithm. 
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