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#### Abstract

Controlling a remotely operated underwater vehicle (ROV) is an extremely challenging task that requires precise maneuvering and navigation in complex as well as often unpredictable environments. The operator faces numerous difficulties, including limited visibility and communication constraints, in addition to the need to interpret data from various sensors. This paper describes a method for calibration of a wearable system equipped with inertial measurement unit (IMU) sensors that control the underwater manipulators. To implement a solution that allows the robot to be controlled by the operator's hand movements, it is necessary to measure the movement of the arm. This task is carried out using the IMU sensors, which are mounted in appropriate places on the ROV operator's suit to allow mapping the movement of his/her upper limbs. These movements are transferred to the manipulator's arms on the ROV, making it possible to interact with the environment by - manipulating objects under-water.
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## INTRODUCTION

In the field of robotics, the methods for controlling a robotic arm have remained unchanged for decades. The main applications of robotic arms are repetitive and continuous operations. Thus, the main programming methods are divided into on-line and off-line planning [1]. As a consequence of the recent global pandemic, another branch emerged, virtual reality programming [2], which is a connection between on-line and off-line programming.

Less frequent, but not less important is the application of manipulators in teleoperation. In this case, robotic arms are controlled in real-time by teleoperators to perform difficult and precise tasks. Teleoperation is used in medicine [3, 4], bomb diffusion [5], space exploration [6, 7], and remotely operated underwater vehicles $[8,9]$. The development of devices facilitating the control of manipulators has significantly relieved operators
and reduced the occurrence of errors [10]. The literature confirms that the implementation of assistive devices, such as haptic feedback systems [11], augmented reality interfaces [12], and advanced automation algorithms [13], has significantly enhanced the control of underwater robots. When creating a teleoperated manipulator, developers face the problem of designing a human robot interface (HRI), which is a set of controls and state displays that ease the manipulation process. Most ready-to-use solutions taken from online programming are good, but lack intuitiveness and require operator training. In the teleoperation of remotely operated underwater vehicle (ROV), at least two operators are typically used, one for platform stability and another for manipulator operation [13, 14]. The operator uses a controller, which is a model of the manipulator that imitates its shape $[15,16]$. The operator can change the positions of the model elements. These movements are translated into the movements of the real machine. In
this case, the system is called a master-slave control, where the manipulator is a slave that follows the movement of master (the controller). This type of controller offers joint control of the manipulator that requires additional training.

In contrast, the films and animation industry commonly utilizes the motion capture technology to accurately capture and track body movements [17]. In this research, several inertial measurement units (IMUs) were used to track the hand motion, which controlled the manipulator in an ROV. Using this approach, an operator can manipulate a robot arm using their own hands. Similar solutions were investigated in [18, 19, 20]; however, these were usually limited to direct mapping of one IMU channel to one joint or control with the use of predefined commands.

The contribution of this study is a calibration procedure that maps a set of rotation angles, obtained from four IMUs, from the position of the operator's hand as angles of the wrist, elbow, and arm bend, to angles of the joints of the manipulator. This enables the robot to operate by user's hand movement. The procedure is divided into two main steps, presented in Figure 1.

## PROBLEM FORMULATION

Owing to the nature of the human arm, the proposed solution uses four inertial sensors, one for each movable part of the hand. Accordingly, the sensors ( $\mathrm{S}_{0,1,2,3 \text { ) measure the movement }}$ and rotation of different body segments (Seg), including the reference sensor for the body (Seg0), arm (Seg1), forearm (Seg2), and hand (Seg3). Because of the need to determine the movement of the operator's hand (frame-forearm-hand),
regardless of the operator's movement, the values of the hand movement parameters are defined relative to the operator, that is, to his/her body, whose movement is measured by the reference sensor $\mathrm{S}_{0}$. Thus, the proposed solution is independent of the operator movements, and only the rotational movements of the kinematic chain members of the operator's hand are defined. This is especially important if the ROV operator is on a rocking vessel. All IMU measurement sensors measure their orientation relative to a reference system, hereinafter referred to as the navigation frame (nf) [21, 22, 23]. An example of the arrangement of the measurement sensors on the body the operator in the proposed solution is shown in Figure 2. An important requirement during the installation of sensors is the selection of such places that will guarantee their stable and unchanging position on the surface of the measured object/member during its movement. The Xsens IMU system was selected in [24] as the source of movement and rotation measurements.

For an unambiguous description of the rotational movement of individual parts of the operator's hand, appropriately oriented reference coordinate systems should be associated with them. Figure 3 shows the proposed orientation of the reference systems with respect to the orientation of the individual parts of the operator's hand. For the neutral position of the operator's hand, a system of free arrangement along the body in the upright standing position was selected (Figure 2a). Figure 2 b presents the operator in different body positions; however, in both configurations, all the frames of reference have the same configuration:

- the $X$ axis ( $\varphi$ angle), represented in red, is directed perpendicularly from the operator's chest parallel to the ground;


Figure 1. Idea of a human-machine interface that allows the robot to be controlled by the operator's hand using IMU sensors


Figure 2. Proposal of placing of IMU sensors on the operator's body in the system modeling the movement/orientation of hand parts

- the Y axis (angle $\theta$ ), represented in green, is directed perpendicularly from the ground along the straight arm in the neutral position or, in the case of Seg1,2,3 is directed to the previous joint;
- the Z axis ( $\psi$ angle), represented in blue, is directed perpendicularly from the surface determined by the XY axes and outwards from the operator's side parallel to the surface of the earth.

The XYZ axes of the reference systems of the IMU sensors were similarly marked, the arrangement of which in relation to sensor $S$ resulted from its construction, as shown in Figures 1 and 2. The arrangement of the axes of the IMU reference system relative to the operator depends on the mounting on the operator's body. It is important to notice that the frame resulting in segment $\operatorname{Seg}_{\mathrm{n}}$ is not perpendicular to sensor $\mathrm{S}_{\mathrm{n}}$. The model of the operator's hand in the presented solution was constructed as a kinematic chain consisting of three movable members with a rotational connection and nine degrees of freedom ( 9 DoF ). The rotation of a given member is always determined in relation to the directly preceding member, that is, in the local variant, which facilitates the interpretation of the obtained results, as opposed to the global description (relative to the corpus).

Rotation is often represented in one of three forms: a matrix of rotation, angles of rotation (e.g., Euler angles), or quaternions [25]. In the proposed solution, the form based on the rotation matrix is used as the most convenient description. In the presented solution, one of the twelve sequences of Euler rotations was selected and, marked as a sequence of rotations about the XYZ axis:

\[

\]

where: $s_{\alpha}=\sin (\alpha)$ and $c_{\alpha}=\cos (\alpha)$ for $\alpha \in\{\varphi, \theta, \psi\}$. The following ranges of variability were determined for the defined rotation angles: around the X axis: $\varphi \sim \pm \pi\left( \pm 180^{\circ}\right)$; around the Y axis: $\theta \sim \pm \pi\left( \pm 90^{\circ}\right)$; and around the Z axis: $\psi \sim \pm \pi\left( \pm 180^{\circ}\right)$.

For the purpose of calibrating the IMU measurement sensors with the kinematic chain of the operator's hand, three groups of rotation matrices describing the relationships between the sensors and members of the hand model were defined (Figure 3). The first group (marked in blue) concerns the rotation matrix
describing the orientations of the sensors ( $\mathrm{S}_{0}{ }^{-}$ S3) in relation to their reference/navigation system ( N ). The second group (marked in green) concerns the mutual orientation matrix of the members of the operator's hand kinematic chain model (Joints $\mathrm{J}_{0}-\mathrm{J}_{3}$ ). The last group (marked in red) describes the rotation of IMU measuring sensor in relation to the frame of reference of the operator's hand on which the sensor is mounted. The matrices were determined during the calibration process.

In the presented solution, the following symbols of rotation matrix types were adopted:

- $R_{S_{i}}^{N} ; \mathrm{i}=\{0,1,2,3\}$ - for IMU measurement sensors, rotation of the $\mathrm{S}_{\mathrm{i}}$ sensor relative to the N navigation system.
- $R_{j}^{k} ; \mathrm{j}>\mathrm{k} ; \mathrm{j}, \mathrm{k}=\{0,1,2,3\}-$ for the j th term in the kinematic chain of the operator's hand, rotation of the j th term relative to the $\mathrm{k}_{\mathrm{th}}$ term.
- X, Y, Z, V - for the calibration matrix associating the appropriate IMU sensor with the member on which it is mounted.

A graphical presentation of the respective rotation matrices is shown in Figure 3.

## CALIBRATION

The calibration process consists of finding unknown $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{V}$ rotation matrices describing the mutual orientation of the IMU sensor in relation to the frame of reference of the kinematic chain member of the hand on which it is mounted. These matrices must satisfy the following system of equations:

$$
\left\{\begin{array}{l}
R_{S_{0}}^{N} X R_{1}^{0}=R_{S_{1}}^{N} Y  \tag{2}\\
R_{S_{0}}^{N} X R_{2}^{0}=R_{S_{2}}^{N} Z \\
R_{S_{0}}^{N} X R_{3}^{0}=R_{S_{3}}^{N} V
\end{array}\right.
$$

where: $R_{2}^{0}=R_{1}^{0} R_{2}^{1}, R_{3}^{0}=R_{1}^{0} R_{3}^{2}$.
The solution of the above system of equations is precisely the process of determining the calibration matrices of the operator's hand.

To solve the calibration problem (determining the $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{V}$ rotation matrices), the calibration poses that solve the above system of Equations (2) have been proposed. The calibration process with the proposed static poses must be carried out each time the operator wears a costume with IMU sensors installed. An illustration of the hand position of the operator in the calibration poses is schematically shown in Figure 4.

These poses can be characterized as follows:

- pose "I" - the operator in a standing position holds his/her arm straight down vertically, adjacent to the side of the body.
- pose "T" - starting from the "I" pose, the operator raises the extended arm to a horizontal position from the side of the body.
- pose " $F$ " - starting from the "I" pose, the operator raises his/her extended arm to a horizontal position in front of him/her.

The proposed definition of the I-T-F calibration positions simplifies the rotation matrix of the kinematic chain model in the system of equations: $R_{1}^{0}=R_{2}^{0}=R_{3}^{0}=R_{\text {pose, }}$ where $\mathrm{R}_{\text {pose }}$ is the rotation matrix of the model for a specific calibration position. $R_{I}$ for the " $I$ " pose, $R_{T}$ for the " $T$ " pose, and $R_{F}$ for the " $F$ " pose. Consequently the


Figure 3. Schematic model of the association of the IMU measuring sensors and members of the kinematic chain of the operator's arm


Figure 4. Schematic illustration of the calibration items required in the "IMU-arm" calibration process
"IMU-arm" calibration problem boils down to finding the rotation matrix $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{V}$ of the system of equations for the measurement sequences of all three calibration positions:

$$
\left\{\begin{array}{l}
\left\{R_{S_{0}}^{N}\right\}_{I} X R_{I}=\left\{R_{S_{1}}^{N}\right\}_{I} Y  \tag{3}\\
\left\{R_{S_{0}}^{N}\right\}_{I} X R_{I}=\left\{R_{S_{2}}^{N}\right\}_{I} Z \\
\left\{R_{S_{0}}^{N}\right\}_{I} X R_{I}=\left\{R_{S_{3}}^{N}\right\}_{I} V \\
\left\{R_{\left.S_{0_{0}}\right\}_{T} X R_{T}=\left\{R_{S_{1}}^{N}\right\}_{T} Y}^{\left\{R_{S_{0}}^{N}\right\}_{T} X R_{T}=\left\{R_{S_{2}}^{N}\right\}_{T} Z}\right. \\
\left\{R_{S_{0}}^{N}\right\}_{T} X R_{T}=\left\{R_{S_{3}}^{N}\right\}_{T} V \\
\left\{R_{S_{0}}^{N}\right\}_{F} X R_{F}=\left\{R_{S_{1}}^{N}\right\}_{F} Y \\
\left\{R_{S_{0}}^{N}\right\}_{F} X R_{F}=\left\{R_{S_{2}}^{N}\right\}_{F} Z \\
\left\{R_{S_{0}}^{N}\right\}_{F} X R_{T}=\left\{R_{S_{3}}^{N}\right\}_{F} V
\end{array}\right.
$$

where: $\left\{R_{S_{i}}^{N}\right\}_{\text {pose }}=\left\{R_{S_{i}, 1}^{N}, R_{S_{i}, 2}^{N}, \ldots, R_{S_{i}, n}^{N}\right\} \quad$ is the measurement sequence of the rotation matrix of a given $S_{i}$ sensor in a given pose.

For simplicity, it was assumed that the number of measurements/points in each calibration pose was the same and equaled $n$. The process of solving the above system of equations was carried out using an iterative algorithm, in which each iteration consisted of two steps:

- a "prediction" of the Y,Z, and V matrices describing the rotations of the sensors mounted on the $<$ arm $>,<$ forearm $>,<$ hand $>$ members, respectively.
- a "correction" of matrix X describing the rotation of the reference sensor mounted on the reference member $<$ body $>$.

The processes of "prediction" and "correction" can be implemented by utilizing a modified algorithm for the rotation matrix, which solves the well-known "Wahba's problem" [26]. Alternatively, as demonstrated in a later implementation, the modified least-squares method adapted for the rotation matrix was also employed in [27, 28].

## RESULTS

For the purpose of verifying the correct operation of the calibration process, several measurement and calibration experiments were conducted, and a visual assessment of the correspondence of the recreated movements of the virtual arm after the calibration process with the hand movements made by the tester was carried out. An example of the results of a test is presented below. The test sequence in the first phase consisted of sequential calibration poses. Then, the subject performed several characteristic movements similar to the calibration positions.

Figure 5 shows the values of the rotation angles $(\varphi, \theta, \psi)$ (expressed in degrees) for the IMU measuring sensors $\left(\mathrm{S}_{0}-\mathrm{S}_{3}\right)$. The calibration sequences were marked at time intervals of 3 s each ("I" is the pink area, " T " is the lime area, and " $F$ " is the purple area).

For the measurement data collected in this way, the previously described calibration process was carried out. As a result of the "IMUarm" calibration, the following calibration matrices were determined.


Figure 5. Courses of rotation angles of individual measuring sensors in the "IMU-arm" calibration experiment

$$
\begin{align*}
X & =\left[\begin{array}{ccc}
0.8547 & -0.5059 & -0.1172 \\
0.5017 & 0.8626 & -0.0635 \\
-0.1334 & 0.0044 & -0.9911
\end{array}\right], \\
Y & =\left[\begin{array}{ccc}
0.8881 & 0.1872 & -0.4186 \\
-0.1499 & 0.9811 & 0.1238 \\
-0.4345 & 0.0483 & -0.8997
\end{array}\right],  \tag{4}\\
Z & =\left[\begin{array}{ccc}
0.9925 & 0.0540 & -0.1101 \\
-0.0369 & 0.9876 & 0.1523 \\
-0.1170 & 0.1471 & -0.9822
\end{array}\right] \\
V & =\left[\begin{array}{ccc}
0.9538 & -0.2878 & 0.0864 \\
0.2828 & 0.9570 & 0.0639 \\
0.1012 & 0.0363 & -0.9942
\end{array}\right]
\end{align*}
$$

Taking into account the definition of the operator's hand model and the obtained calibration matrix (4), it was possible to determine the change in the orientation of the individual members of the kinematic chain. The rotation angles $(\varphi, \theta, \psi)$ were determined for the $<$ body shoulder $>,<$ shoulder-forearm $>$, and $<$ forearm hand $>$ pairs, respectively.

The courses of the appropriate angles for a given hand model segment are shown in Figure 6. The first three vertical lines (pink, lime, purple) shown in Figure 6 correspond to the selected time intervals of the corresponding poses (I, T, and F) in the calibration algorithm: 5 s for the "I" position, 10 s for the " $T$ " position and 16 s for the " $F$ " position. To increase the readability of the obtained
results, a visualization of the arm movements was prepared for the previously taken measurements from the IMU sensors after the "IMU-arm" calibration process. Examples of moments and the corresponding views of the visualizations "-from the front", "-from the right side," and "-from the top" are shown in Figure 7.

## ROV MANIPULATOR

The constructed manipulator attached to the ROV has five degrees of freedom (5DoF), the base that can be moved up or down, four motors that rotate in the horizontal plane, a rotary effector, and a closing gripper. The manipulator and its kinematic diagram are shown in Figure 8. For transportation purpose and owing to construction constraints, there is a redundancy between joints $\theta_{2}, \theta_{3}, \theta_{4}$. The closing of gripper controlled in different manners, and thus, only five joints were used during the procedures described here. After the calibration procedure, the solution was tested and was proven to function on with the designed manipulator. The user attached the four IMU sensors and preformed a calibration procedure that required standing in positions "I", "T", and " $F$ ". After the hand movement was mapped, the selected movements of the user joints were mapped onto the movements of the manipulator


Figure 6. Courses of relative orientation angles of individual pairs of members of the kinematic chain of the operator's hand reconstructed after the "IMU-arm" calibration process


Figure 7. Visualization of the reconstructed positions from the measurement sequence (Figure 5) after the calibration process (Figure 6) with calibration matrices $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, \mathrm{V}(4)$ for three selected times: $t=5$ s for position " $I$ ", $t=10$ s for position " $T$ " and $t=16$ s for position " $F$ "


Figure 8. The real manipulator and its CAD model with the description of rotation angles $\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}, \theta_{5}$


Figure 9. The manipulator kinematic scheme
joints. Using the presented IMU-based system, the manipulator can imitate the movement of a human arm. Due to the typical tasks performed by underwater robots, the manipulator is intended to perform typical movements such as closing the gripper, manipulating the grasped object and avoiding obstacles based on the video signal. The current control system does not provide for on-line or off-line trajectory planning. Figures 10 and 11 show the frames from the recording taken during testing of the equipment. The markings in these figures represent the user's movements that were performed. On the basis of the real robot presented in Figure 8, the kinematic scheme shown in Figure 9 can be determined. After checking the operation of the manipulator control system using the IMU sensors mounted on the operators, tests on the ROV began. Figure


Figure 10. Testing of up and down movement


Figure 11. Testing of elbow movement


Figure 12. Manipulator attached to the ROV


Figure 13. View of the underwater vehicle (left), view from the ROV camera on the manipulator (right)

12 shows the manipulator attached to the ROV platform before testing in a water pool.

## CONCLUSIONS

Despite the significant similarity between the kinematic chain of the applied manipulator and the structure of the human arm, the
existing differences led to difficulties in directly converting the positions of arm parts and the angles between them into angles of the joints of manipulator. The implementation of the proposed calibration procedure allowed assigning appropriate conversion coefficients to translate the movements during gripper positioning of the manipulator. With this success, the user could successfully control the manipulator,
regardless of the user position. Owing to the calculation of the position with respect to reference $S_{0}$, keeping the hands in a constant position, user could walk freely without manipulator movement. The solution was working slowly and with little delay; however, the method of control of the manipulator was intuitive. Figure 13 shows the tests of the manipulator attached to the ROV in a natural environment. After tracking the operator's movement, a problem of steering delay due to the use of hydraulic motors was detected. As part of further work, the decision was made to rebuild the manipulator drive system and replace the hydraulic motors with their electric equivalents. This solution should eliminate the problems with delayed reaction to the operator's movements.

## Acknowledgments

The research is financed by Polish National Centre for Research and Development (NCBR) under project number POIR.01.01.01-00$0266 / 18$ : Inteligentny, efektywny system prowadzenia specjalistycznych prac podwodnych realized by SR Robotics sp. z o.o.

## REFERENCES

1. Siciliano, B., Khatib, O. Springer handbook of robotics, vol. 200 (Springer).
2. Holubek, R., Ružarovský, R., Sobrino, D.R.D. 2019. An innovative approach of industrial robot programming using virtual reality for the design of production systems layout. In Advances in Manufacturing II: Volume 1-Solutions for Industry 4.0 (Springer), 223-235.
3. Abdi, E., Kulic', D., Croft, E. 2020. Haptics in teleoperated medical interventions: Force measurement, haptic interfaces and their influence on user's performance. IEEE Transactions on Biomedical Engineering 67, 3438-3451.
4. Lv, H., Kong, D., Pang, G., Wang, B., Yu, Z., Pang, Z., et al. 2022. Gulim: A hybrid motion mapping technique for teleoperation of medical assistive robot in combating the covid-19 pandemic. IEEE Transactions on Medical Robotics and Bionics 4, 106-117.
5. Chowdhury, A.A., Hamid, M.A., Ivan, M.N.A.S. 2021. Implementation of cost effective bomb defusing robot with live streaming dual camera interface. In 2021 2nd International Conference on Robotics, Electrical and Signal Processing Techniques (ICREST) (IEEE), 439-444.
6. Wang, Z., Lam, H.-K., Xiao, B., Chen, Z., Liang, B., Zhang, T. 2020. Event-triggered prescribed-time fuzzy control for space teleoperation systems subject to multiple constraints and uncertainties. IEEE Transactions on Fuzzy Systems 29, 2785-2797.
7. Chen, H., Liu, Z. 2021. Time-delay predictionbased smith predictive control for space teleoperation. Journal of Guidance, Control, and Dynamics 44, 872-879.
8. Xia, P., You, H., Ye, Y., Du, J. 2023b. Rov teleoperation via human body motion mapping: Design and experiment. Computers in Industry 150, 103959 .
9. Padrao, P., Fuentes, J., Kaarlela, T., Bayuelo, A., Bobadilla, L. 2023. Towards optimal human-robot interface design applied to underwater robotics teleoperation. arXiv preprint arXiv:2304.02002.
10. Young, S.N., Peschel, J.M. 2020. Review of hu-man-machine interfaces for small unmanned systems with robotic manipulators. IEEE Transactions on Human-Machine Systems 50, 131-143. doi:10.1109/THMS.2020.2969380
11. Xia, P., You, H., Du, J. 2023a. Visual-haptic feedback for rov subsea navigation control. Automation in Construction 154, 104987. doi:https://doi. org/10.1016/j.autcon.2023.104987
12. Schleer, P., Kaiser, P., Drobinsky, S., Radermacher, K. 2020. Augmentation of haptic feedback for teleoperated robotic surgery. Int J Comput Assist Radiol Surg. 15(3), 515-529. doi:https://doi.org/10. 1007/ s11548-020-02118-x
13. Sivčev, S., Coleman, J., Omerdić, E., Dooly, G., Toal, D. 2018. Underwater manipulators: A review. Ocean Engineering 163, 431-450.
14. Wang, J., Wang, S., and Leng, W. 2021. Vision positioning-based estimation method and its simulation studies on state of underwater manipulator. Mathematical Problems in Engineering Article ID 6656928, 12.
15. Grzejszczak, T., Babiarz, A., Bieda, R., Jaskot, K., Kozyra, A., Ściegienka,P. 2020. Selection of methods for intuitive, haptic control of the underwater vehicle's manipulator. In: Advanced, Contemporary Control: Proceedings of KKA 2020, the 20th Polish Control Conference, Łódź, Poland, 2020 (Springer), 508-519.
16. Kim, T.W., Marani, G., Yuh, J. 2016. Underwater Vehicle Manipulators (Cham: Springer International Publishing), 407-422.
17. Rybnikár, F., Kačerová, I., Hořejší, P., Šimon, M. 2022. Ergonomics evaluation using motion capture technology - literature review. Applied Sciences, 13, 162.
18. Škulj, G., Vrabič, R., Podržaj, P. 2021. A wearable imu system for flexible teleoperation of a collaborative industrial robot. Sensors 21, 5871
19. Zhao, X., Ma, Y., Huang, J., Zheng, J., Dong, Y. 2021. An adaptive real-time gesture detection
method using emg and imu series for robot control. In 2021 IEEE International Conference on Unmanned Systems (ICUS) (IEEE), 539-547.
20. Kulkarni, P., Illing, B., Gaspers, B., Brüggemann, B., Schulz, D. IMU based gesture recognition for mobile robot control using online lazy neighborhood graph search. In: Proc. ISMCR 2018, 21th International Symposium on Measurement and Control in Robotics.
21. Jaskot, K., Babiarz, A. 2010. The inertial measurement unit for detection of position; układ inercyjny do pomiaru orientacji obiektów. Przeglad Elektrotechniczny 86, 323-333.
22. Grygiel, R., Bieda, R., Wojciechowski, K. 2014. Angles from gyroscope to complementary filter in imu. Przeglad Elektrotechniczny 90, 217-224.
23. Bieda, R., Jaskot, K. 2016. Determinig of an object orientation in 3D space using direction cosine
matrix and non-stationary Kalman filter. Archives of Control Sciences 26, 223-244.
24. Roetenberg, D., Luinge, H., Slycke, P., et al. 2009. Xsens mvn: Full 6dof human motion tracking using miniature inertial sensors. Xsens Motion Technologies BV, Tech. Rep 1, 1-7.
25. Kim, S., Kim, M. 2023. Rotation representations and their conversions. IEEE Access 11, 6682-6699.
26. Wahba, G. 1965. A least squares estimate of satellite attitude. SIAM Review 7, 409-409.
27. Veldpaus, F., Woltring, H., Dortmans, L. 1988. A least-squares algorithm for the equiform transformation from spatial marker co-ordinates. Journal of Biomechanics 21, 45-5.
28. Yang, H., Carlone, L. 2019. A quaternion-based certifiably optimal solution to the wahba problem with outliers. IEEE/CVF International Conference on Computer Vision (ICCV), 1665-1674.
