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INTRODUCTION

In recent years, there has been a growing in-
terest in three-dimensional (3D) digital modeling 
of various structures [1, 2, 3], which is reflected in 
the increasing demand from both public and pri-
vate recipients [3, 4]. Objects ranging from min-
iature sculptures to massive buildings and entire 
complexes undergo digitizing procedures [3, 5, 
6]. Building modeling was mainly done with laser 
scanners, which can accurately record the shape 
and details of architectural structures. In addition, 
digital spatial models are indispensable in the 
growing BIM (Building Information Modeling) 
technology. [7, 8, 9]. This process was limited by 
very high costs, due to the price of terrestrial and 

aerial laser scanners (TLS and ALS), as well as 
photogrammetric equipment in the form of metric 
digital cameras and measurement drones. Cur-
rently, all this equipment has been reduced to the 
role of a single, expensive device. (e.g drone fit-
ted with lidar sensor or terrestrial laser scanner 
that offers generating 3D mesh automatically). A 
different possible solution comes in the form of 
a hybrid data acquisition method, utilizing laser 
scanners that have been on the market for some 
time, amateur drones, as well as consumer-grade 
photographic cameras, offering a dynamic and 
versatile approach to 3D modeling [10, 11]. This 
study delves into the application of hybrid data 
acquisition methods for the digital modeling of 
the Zamość town hall, a prominent architectural 
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landmark enlisted in the UNESCO World Heri-
tage List. The research is aimed at investigating 
the potential of integrating ground-based laser 
scanner, drone and digital camera measurements, 
and consequently evaluating the resulting mea-
surement accuracies, attempting to address the 
limitations of these methods, analyzing the ac-
quisition time of the results, the effectiveness in 
capturing complex architectural details and en-
hancing heritage preservation efforts. The process 
entails planning, fieldwork, and data processing 
protocols to generate a 3D model. Subsequently, 
an extensive accuracy analysis is conducted to 
evaluate the reliability and effectiveness of the 
resulting digital representation. Remarkably, the 
absence of any documented cases employing 
this methodology for the specific subject in the 
literature contributes a distinctive aspect to our 
research. The scarcity of prior examples high-
lights the importance of exploring new avenues 
and expanding the horizons of three-dimensional 
modeling in cultural heritage sites.

The process of digitizing a 3D object should 
begin with an understanding of the mechanisms 
that stand behind it. The first technology used in 
the project, digital photogrammetry, has gained 
prominence since the 1980s with the advance-
ment of computer processing power, enabling 
the handling of multiple digital images simulta-
neously. At the same time, CCD matrice cameras 
enabled image recording in raster form [12]. The 
evaluation of light and color information for in-
dividual pixels (RGB space) resulted in a matrix-
form image with rows and columns. Photogram-
metric measurement involves raster observations 
within a specified area, often arranged in a grid to 
ensure precise overlapping of images [12]. In the 
past, camera coordinates and rotation angles were 

measured using devices like photo-theodolites 
[13]. Nowadays, mutual image and photopoint 
orientation enable precise calculation of camera 
positions and angles [12, 14]. The images are pre-
sented in central projection, formed by intersect-
ing the projection plane with projecting rays [12]. 
Then, the images are processed on a digital pho-
togrammetric station, i.e., a computer equipped 
with the appropriate hardware and software for 
processing the measured data. The tasks per-
formed on the station include: mutual, internal, 
and absolute orientation, automatic or semi-auto-
matic aerotriangulation, measuring data for a dig-
ital terrain model (DTM), creating point clouds 
and 3D mesh The second technology used, laser 
scanning, is relatively young, with the first ter-
restrial laser scanner introduced in 1998 [15]. Un-
like photogrammetry, it employs laser or LIDAR 
(Light Detection and Ranging) devices, working 
similarly to radar but using infrared instead of mi-
crowave waves [10]. The first technique that TLS 
uses for measuring distance is the time-of-flight 
(TOF) method, using the speed of light to mea-
sure distances to objects (Figure 1). 

When a pulse of light is emitted from a pulsed 
laser diode, an internal clock starts. The light 
bounces off the object and returns to the scan-
ner system, hitting a photodetector that stops the 
clock, providing accurate distance measurements. 
The more recent, phase-shift method in lidar em-
ploys a continuous laser source with modulated 
power at a constant frequency. Photodetectors 
analyze the returning signal’s power, enabling 
the formation of a sine curve that helps determine 
precise distances to objects. Unfortunately, it was 
unable to utilize this technology as the scanner 
used in this project supported only TOF mea-
surements. LIDAR systems can calculate target 

Fig. 1. Principle of operation of the laser scanner (own sources)
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distances with high accuracy, for capturing coor-
dinates (X, Y, H) [15], lidar scanners are equipped 
with highly precise sensors that record the vertical 
and horizontal rotation angles of the instrument 
during data acquisition. This information enables 
the calculation of precise 3D coordinates for each 
point within the scanned area. Lidar systems can 
capture millions of points per second, resulting in 
dense point clouds that represent the shape and 
characteristics of the scanned object or terrain. By 
analyzing these point clouds, information such 
as surface geometry, vegetation distribution, or 
building details can be obtained. The result is a 
digital terrain model. Due to the number of mea-
sured points in the given time, the model is char-
acterized by a high density of data and accuracy 
of up to millimeters, surpassing photogrammetric 
methods both in terms of measurement time and 
quality of processed results [16]. The disadvan-
tage of those devices is mostly their low mobility, 
making them not usable for measuring hard-to-
reach areas. Therefore, to obtain optimal results, 
it is suggested to use both techniques combined, 
which can complement each other [16]. Modern 
photogrammetry and remote sensing programs 
support laser scanning [17, 18] and allow the 
creation of an object model from observations in 
both raster and discrete, numerical form [3, 4, 17].

PLANNING STAGE

The object selected for measurements was the 
town hall building in the city of Zamość, inscribed 
in 1992 on the UNESCO World Heritage List. It 
is the main building in the old town of Zamość 
and is located on the northern side of the Great 
Market Square. It has a 52-meter clock tower and 
wide, fan-shaped stairs. The building consists of 
the main town hall with an annex and was cho-
sen due to its rich history and significance for the 
city [16]. In addition, it has been popular among 
research teams for many years. For example, a 
digital processing of the front elevation of the 
building was already carried out in 1998 [6]. The 
rich decorations and the resulting high degree of 
complexity of the structure were also important 
factors, which allowed for comparing the accu-
racy of the measuring equipment used. In order 
to carry out the digitizing process of the building, 
it was necessary to plan the survey works, select 
the appropriate equipment for the task, and ob-
tain all necessary permits through administrative 

procedures. Currently, there are devices avail-
able on the market capable of creating precise 
3D models (e.g., Rock R3Pro /RIEGL miniVUX 
paired with DJI M300 drone platform). However, 
they remain financially out of reach for many 
companies. To achieve a building model with ac-
curacy comparable to traditional laser scanning 
but at lower costs, the equipment shown in the 
tables below was assembled (Table 1).

The scope of work to be carried out with the 
help of the equipment had to be established first. 
Initially, twelve measurement stations for a ter-
restrial laser scanner, as well as twenty photo-
points (PL2000 rectangular coordinate system - 
zone eight, PL-EVRF-2007 height system [20]) 
had to be established using a total station. Then, 
the terrestrial laser scanner had to be placed at 
each of the 12 control points and the building had 
to be measured at the specified angle [17]. The 
last stage of field work was to produce visualiza-
tions of the town hall using a drone (roof, up-
per elevations, tower) and a photographic cam-
era (element directly above the ground, lower 
part of the stairs) [6, 21, 14]. The equipment 
that was planned to be used included a Topcon 
ES-105 total station, Topcon GLS-2000 terres-
trial laser scanner, DJI Mavic 2 Pro drone, and 
Canon 6D digital camera with Tokina 16-28mm 
lens. Following the completion of fieldwork, the 
processing tasks were performed using Adobe 
Lightroom, Topcon ScanMaster and Agisoft 
Metashape software on a dedicated workstation. 
Due to the use of a drone in the measurements, it 
was necessary to check if the flight area was not 
in an airspace restricted from aviation and obtain 
permission from the Zamość City Office to allow 
the UAV flight over the town hall. The order of 
work is shown in Figure 2.

FIELD STAGE

The date the work was carried out was cho-
sen as March 31 2023 due to favorable weather 
conditions. The work began with a site recon-
naissance and selection of the scanner stations 
that would provide the best coverage of the study 
area. The stations were marked on the ground, 
and then proceeded with measurements which 
were intended to determine their coordinates with 
an accuracy that meets the geodetic requirements 
of the Minister of Development from August 18, 
2020 [22]. The chosen method of measurement 
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After completing the measurements with geodet-
ic equipment, scanning was carried out. The high 
accuracy mode was used (distance density be-
tween points 6mm at a distance of 30m), and only 
areas containing the town hall were measured 
to speed up the work. The drone measurement 
was carried out by a pilot with NSTS-05 quali-
fications, allowing flights over people and build-
ings, and the flight was reported to the Polish Air 
Navigation Services Agency. The flight was car-
ried out manually, and the 6 camera parameters 

was a closed traverse, which was connected to 
the national detailed coordinate grid possessing 
known horizontal and vertical coordinates. The 
observations were measured with a TOPCON 
total station and a mini prism with a constant = 
+17.5mm. During the survey of the traverse, pho-
topoints were also measured using the radial sur-
vey method with mirrorless mode selected. The 
points were arranged on the facade of the building 
at characteristic locations and will serve to align 
the images during the aerotriangulation process. 

Table 1. Equipment with parameters utilized during measurements
Equipment Device model Parameters and settings

Total station Topcon ES-105

- <1’’ angle accuracy

- 500m non-prism range (3mm + 2ppm accuracy)

- 4000m prism range

Terrestrial Laser Scanner Topcon GLS-2000

- distance accuracy: 3.5mm at 1m-150m

- max range: 500m

- angle accuracy: 6 arc-seconds

Unmanned Aerial Vehicle DJI Mavic 2 Pro

- GNSS positioning accuracy: ±1.5m

- camera: L1D-20c

- resolution: 5472 x 3078

- focal length: 10.26mm

- pixel size: 2.53 x 2.53 μm

Non-metric digital camera Canon EOS 6D

- resolution: 5472 x 3648

- focal length: 24mm

- pixel size: 6.58 x 6.58 μm

Workstation Lenovo Legion 5

- RAM: 32GB DDR4

- CPU: AMD Ryzen 7

- GPU: Nvidia RTX3060Ti 6GB vRAM

Fig. 2. Block diagram of complete workflow 
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were set manually as well – due to the drone’s 
matrice with the so-called rolling shutter technol-
ogy (pixels do not receive light during reading, 
the exposure area shifts across the sensor, similar 
to an analog camera with a slit shutter), it was 
necessary to take pictures at a short exposure time 
[12] (below 1/400s). In addition, for the highest 
quality photos, the native ISO value of 100 was 
used [12]. The photos were taken at two gimbal 
tilt angles, 0 degrees (horizon) – to capture the 
details of the building and create a high-resolu-
tion texture, and 30 degrees – to create a model of 
the roof and other places that the terrestrial laser 
scanner could not reach. 1200 aerial photos of the 
town hall were taken (Figure 3). 

The final stage of the work was taking ground 
photos with a digital camera. Considering the 
highest possible quality of the images, the native 
ISO 100 was used again, along with low expo-
sure times. To obtain the largest depth of field 
and minimize blurring of objects outside the main 
frame, the highest aperture values within useful 
range were used (f = 4.0 for the drone and f = 
8.0–10.0 for the camera) [12].

PROCESSING STAGE

All results were processed in geodetic and 
photogrammetric software (Table 2) on a work-
station with 32GB DDR4 RAM, an AMD Ryzen 
7 processor, and Nvidia RTX3060Ti 6GB vRAM 
graphics card. During the survey, 12 control 
points were established around the area and then 
measured using a TOPCON ES-105 total station 
with a closed traverse method connected to the 
nearby national detailed geodetic network.

The observations were imported into the 
WinKalk software, where they were calculated 
and adjusted using the least square adjustment 
method [22]. Linear errors were determined with 
values fx = -17 mm, fy = -24 mm, which were then 
used to align the coordinates. The photos taken 
with a digital camera contain errors related to lack 

of focus, overexposure, or underexposure of ob-
jects [23]. The RAW format, containing a large 
amount of data for editing, allows for post-pro-
cessing of the photos and obtaining as much in-
formation as possible needed for digitizing [23]. 
Additionally, utilizing Adobe Lightroom soft-
ware provides the capability to adjust photos for 
white balance and color accuracy, ensuring pre-
cise and balanced results [23]. The standardized 
photos were uploaded to Agisoft Metashape and 
analyzed using the built-in function for estimat-
ing their quality in terms of blurriness and depth 
of field. Due to the accuracy of the future model 
and texture, photos with an unsatisfactory quality 
index had to be rejected. In the process of creat-
ing the model, 8 photos were removed that did not 
meet the accuracy requirements.

All photos taken by the drone camera were 
georeferenced in the WGS84 ellipsoidal coordi-
nate system with a GNSS positioning accuracy of 
±1.5 meters [24]. Positions were aligned in the 
aerotriangulation process which result was a thin 
point cloud consisting of approximately 2 mil-
lion tie points. This process allowed for estima-
tion of the image residuals which illustrates the 

Fig. 3. Location of cameras in relation 
to city hall (Agisoft Metashape)

Table 2. Computer software used in the processing of measurement results
Processing stage Software Is paid

Traverse calculations WinKalk v4.1 Yes (30 day trial)

TLS stations calculation Topcon ScanMaster v3.0 Available with Topcon GLS-2000 scanner

RAW images processing Adobe Lightroom Classic 2022 Yes (30 day trial)

SfM and data merging Agisoft Metashape v1.8.5 Yes (30 day trial)
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mean vector of reprojection errors pertaining to 
pixels within their respective cells. This calcula-
tion involves averaging across all images within 
the calibration group and all pixels encompassed 
by the cell. The image residuals serve as a funda-
mental measure to evaluate the accuracy of cam-
era calibration, assess the quality of point clouds/
model, and verify the alignment of images (Fig-
ure 4a, 4b). The next step was to load the text files 
containing the coordinates of the photopoints and 
manually mark them on the photos. The points 
were then classified based on the accuracy of 
their representation on the image to the surface 
of the 3D model and filtered to reject inaccurate 
data. The camera positions were then automati-
cally calibrated, and the aerotriangulation process 

repeated for the most faithful representation of 
reality (Table 3). The prepared data could then be 
subjected to the next process, which is generating 
a dense point cloud. The obtained cloud consisted 
of 257 million points and still contained a lot of 
unnecessary data that needed to be removed. Af-
ter cleaning the cloud, it was necessary to create 
a preliminary model based on it and check the 
coverage of the object using a confidence factor, 
which indicates whether the object has been prop-
erly created. It may show less accurate areas and 
errors in geometry – the color scale ranges from 
the least confidence (red), to the highest (blue). 
Equal color throughout the model indicates uni-
form coverage and high certainty of the processed 
object. (Figure 5).

Fig. 4. (a) Image residuals for Canon EOS 6D, Tokina AT-X 16-28 F2.8 PRO FX (24 mm) (Agisoft 
Metashape); (b) image residuals for L1D-20c, 28.0 mm f/2.8 (10.26mm) (Agisoft Metashape)

Table 3. Errors in the position of points in the images and the number of projections indicating the visibility of a 
control point from multiple photos - state of pre-transformation (errors come from GNSS positioning accuracy) 
and after the transformation with camera calibration and optimization performed

Control point
Pre-transformation After transformation

Projections
Error [m] Error [pix] Error [m] Error [pix]

1 0.904 7.252 0.007 0.432 50

2 1.585 9.798 0.006 0.374 44

3 2.072 18.201 0.001 0.129 214

4 0.461 2.852 0.003 0.213 46

5 2.277 13.300 0.006 0.414 193

6 1.556 11.651 0.013 0.839 65

7 1.334 8.271 0.005 0.301 285

8 1.083 8.802 0.006 0.362 30

9 1.765 10.301 0.011 0.654 281

10 2.750 21.159 0.002 0.155 206

11 0.948 5.384 0.001 0.114 118

12 1.458 10.136 0.006 0.386 39

a) b)
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data was imported into the ScanMaster software 
by TOPCON, where a text file with coordinates 
was uploaded and the coordinates of each point 
were calculated. To verify the accuracy of this 
process, 4 corresponding points were selected 
from the overlapping instrument stations (Table 4)

The merged point cloud was also colored us-
ing panoramic images taken by the TLS during 
scanning. Prepared point cloud was exported to 
the .LAS format and loaded into the Metashape 
software. The raw data contained large amounts 
of additional and unnecessary information that 
had to be removed (Figure 6a, 6b). A 3D model 
was constructed using the point cloud obtained 
from the scanner to examine it for errors and dis-
tortions. The coverage coefficient was utilized 
once again, revealing errors and inconsistencies 
in areas that posed challenges for TLS access. 
Furthermore, it highlighted overlapping instru-
ment stations data (Figure 7).

By using common control points and the 
same coordinate systems – the horizontal PL-
2000’24 and vertical PL-EVRF2007-NH – the 
point cloud from the digital images was overlaid 
on the data from the terrestrial scanner. At this 
stage, the positions of characteristic points of the 
object were analyzed from both different sources. 
For comparison purposes, 9 points were selected 

Fig. 5. Model confidence [%] – 
photogrammetry data (Agisoft Metashape)

Table 4. Differences in the coordinates of selected points acquired from overlapping terrestrial laser scanner 
positions

Point ΔX [m] ΔY [m] ΔH [m]

1 -0.002 0.003 0.002

2 0.007 0.004 0.002

3 -0.002 0.005 -0.004

4 0.004 -0.005 -0.001

The analysis of the model’s density showed 
that the model accurately and uniformly reflects 
the town hall object, and the dense point cloud can 
be merged with the point cloud obtained from the 
terrestrial scanner. The next step was the process-
ing of results from the terrestrial laser scanner. 
The instrument positions had to be calculated and 
combined into a final point cloud. All acquired 

a)
Fig. 6. (a) Point cloud before cleaning, elevation-classified data – TLS (Agisoft Metashape)

(b) Point cloud after cleaning, elevation-classified data – TLS (Agisoft Metashape)

b)
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Fig. 7. Model confidence [%] – TLS 
data (Agisoft Metashape)

sequentially: at the corners of the town hall roof, 
at the tip of the eagle (the emblem below the tow-
er) on the control point, and at the top of the town 
hall tower (Table 5). 

The final step was to create a model based on 
the combined point clouds. The process took 4 
hours and resulted in a triangle mesh generated 
using an improved Delaunay triangulation al-
gorithm, which provides the best representation 
of reality and ensures that each created triangle 
has the smallest possible angles [25]. To cover 
the mesh with such a large number of points, a 
modified 3D S-HULL algorithm was used, which 
is a significant technological leap from the origi-
nal algorithm, resulting in a mesh consisting of 
69 million elements [26]. The obtained model 
(Figure 8a, 8b) was then filtered and smoothed 
with a power coefficient of 0.25 to obtain smooth, 
non-frayed faces without artifacts [27]. Coverage 
analysis was carried out again, which showed that 

Table 5. The differences in coordinates of corresponding points between the TLS data and the point cloud derived 
from digital images

Point ΔX [m] ΔY [m] ΔH [m]

1 -0.018 0.016 -0.028

2 0.022 0.016 -0.012

3 -0.015 0.024 -0.018

4 0.017 -0.026 -0.028

5 -0.021 0.019 -0.026

6 0.014 -0.016 -0.019

7 -0.012 0.013 0.009

8 -0.007 0.003 0.005

9 0.017 0.009 -0.039

Fig. 8. Model based on the combined point clouds, without texturing (Agisoft Metashape)
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the town hall was accurately and evenly reflected 
without errors in mesh density (Figure 9). The 
only remaining process in digitizing procedure 
was generating textures. Images obtained from 
an unmanned aerial vehicle and a digital camera 
were used for this purpose. During this process, 
the 3D model was divided into parts and projected 
onto a plane, creating two-dimensional maps [28]. 
Each smallest surface of the model had assigned 
coordinates in the UV grid, adapted to a resolution 
of 8192x8192 [28]. To accurately cover the study 
area, 5 textures were generated (each with dimen-
sions of 8192x8192). Colors of individual pixels 
were obtained from multiple photos taken at dif-
ferent angles to the model surface, and then unified 
and blended with the surroundings [29, 30]. The 
resulting textures accurately reflect the actual color 
of the Town Hall (Figure 10a, 10b). Details con-
cerning the individual stages of measurement and 
processing are presented in Table 6.

The combination of data from photogram-
metric surveys and TLS point clouds allows for 
the creation of a comprehensive 3D model with 
high quality and minimal discontinuities. This 
approach offers notable advantages, such as the 
high data density and centimeter-level accuracy( 
Table 7), which surpasses traditional photogram-
metric methods in terms of efficiency and quality. 
Integrating data from multiple sources provides 
a more detailed representation of the building. 
Analyses have demonstrated that data obtained 
through these methods can deliver geodetic 

products with high accuracy while adhering to 
specific guidelines.

The precision assessment of both ground 
control point (GCP)-based technologies was 
rigorously conducted. Laser scanning consis-
tently exhibited superior positioning accuracy 
compared to photogrammetry(Table 7). This 
discerned differentiation between the two tech-
nologies facilitated the generation of convergent 
data. Subsequently, integrating the photogram-
metric point cloud data with the laser scanning 
results, effectively enhances the 3D model, par-
ticularly in areas of the building that were chal-
lenging for terrestrial laser scanning due to their 
limited accessibility. The low RMSE values for 
photogrammetry achieved in our study may re-
sult from increased measurement precision or the 
utilization of more advanced and refined software 
versions, which is reflected in greater accuracy of 
the results compared to those obtained in [31, 32]. 
V2. The obtained RMSE errors with respect to 

Fig. 9. Model confidence levels – combined 
methods (Agisoft Metashape)

Fig. 10. Model based on the combined point 
clouds, with texturing (Agisoft Metashape)
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Table 6. Individual stages with detailed parameters and execution time
No. Process Settings Additional information Processing time
1 Control points establishment - - 2h 30min

2 Data acquisition: UAV and 
ground photos

ISO: 100 
1000 aerial photos

0h 50minf = 4.0 for the drone
f = 8.0-10.0 for the camera 400 ground level photos

3 Data acquisition: scanning Scanning resolution: 6mm up to 
30 meters

Time required for a single 360° 
scan: 10 mins 1h 20min

4 Postprocessing: 
Aerotriangulation

Accuracy: high

Number of tie-points: 2000000 9h 20min
Generic preselection: yes
Key point limit: 60000
Tie point limit: 5000

5
Postprocessing: camera 
alignment using control 
points

Control points: 12

- 0h 20minPhotopoints: 20
Optimization corrections: f, k1, k2, 
k3, k4, cx, cy, p1, p2, b1, b2

6 Postprocessing: depth maps 
and 3D model generation

Depth quality: high

Single GPU processing 6h 40min
Face count: high
Interpolation: enabled
Depth filtering: moderate

7 Postprocessing: calculation 
of scanner positions Export file type: .las Point count: 11000000 0h 30min

8 Postprocessing: 3D model 
from LIDAR data

Recalculating normals: yes
- 1h 10minInterpolation: enabled

Face count: high

9 Postprocessing: 3D model 
from combined data sources

Interpolation: enabled
Export format: .fbx 1h 30min

Face count: high

10
Postprocessing: UV 
mapping and textures 
creation

Texture count: 5
JPEG with 90% compression

1h 50min
Texture size: 8192x8192
Blending mode: Mosaic

Total files size: 150 mbFill holes: yes
Ghosting filter: yes

Table 7. Accuracy analysis – the root-mean-square error calculated from the linear deviations obtained from the 
difference in position of the photopoints to corresponding points acquired by terrestrial scanner and photogrammetry

Photopoint
Photopoint - TLS cloud data Photopoint - photogrammetry dense cloud

ΔX [m] ΔY [m] ΔH [m] magnitude ΔX [m] ΔY [m] ΔH [m] magnitude
1 0.001 -0.002 0.006 0.006 0.017 -0.011 0.019 0.028
2 0.009 0.004 -0.002 0.010 -0.015 0.013 -0.016 0.025
3 0.008 -0.007 -0.001 0.011 0.013 -0.002 -0.007 0.015
4 -0.008 0.007 -0.002 0.011 0.014 0.024 -0.016 0.032
5 -0.007 -0.005 0.009 0.012 0.016 -0.017 0.020 0.031
6 -0.005 0.004 0.007 0.009 -0.002 0.010 -0.017 0.020
7 0.004 0.006 0.001 0.007 -0.001 0.001 0.006 0.006
8 0.004 0.007 0.000 0.008 -0.016 -0.014 -0.015 0.026
9 -0.003 0.004 0.006 0.008 -0.013 0.013 0.012 0.022

10 -0.001 0.009 -0.002 0.009 0.011 0.006 0.012 0.017
RMSE 0.009 RMSE 0.023

the photopoints display similar accuracy to the 
results obtained in [32]. However, our work fea-
tures greater precision than [31], which may be 
due to more precise measurement or a newer 

version of the used computer software. Obtaining 
different data opens the doors to further work on 
improving the accuracy of photogrammetric stud-
ies. There are many areas that could be further 
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developed to optimize processes and achieve 
even higher precision in results.

DISCUSSION

The processing results clearly reveal the ad-
vantages and limitations present in both meth-
ods of three-dimensional model creation as also 
discussed in [33]. One notable challenge was the 
limited mobility of the terrestrial laser scanner, 
which posed difficulties in capturing measure-
ments in hard-to-reach areas of the building. This 
limitation necessitated the use of aerial photo-
grammetry techniques with a drone to comple-
ment the data collection process [34, 31]. TLS 
and photogrammetric techniques were found to 
be complementary similar to [11, 32]. The main 
and most noticeable issue in both cases is the 
presence of glazing and highly reflective sur-
faces. These challenges predominantly occur in 
large glass windows and facade windows on the 
town hall elevation [28]. A distinct advantage of 
laser scanning is the generation of a regular and 
accurate point cloud dataset (Fig. 11a), which is 
not achievable in photogrammetry with an in-
sufficient number of images (Fig. 11b) [17, 34, 
35]. Significant problems arise in models made 
from photographs, particularly on surfaces with 
a highly uniform color and low roughness, such 
as facades, leading to irregularities in the point 
clouds and meshes.

The mentioned issues adversely affect the 
texturing of the model. Reflective surfaces and 
their immediate surroundings are not consistent-
ly represented. The textures additionally exhibit 

burnt-in shadows and ambient occlusion [36, 37] 
resulting from non-uniform lighting conditions 
during data acquisition. 

CONCLUSIONS

With appropriate guidelines, the combination 
of TLS technology with photogrammetry allows 
you to obtain centimeter data of geodetic quality 
(despite small discrepancies in accuracy, data fu-
sion allows you to obtain a consistent 3D model, 
average RMSE 0.016 m). The conducted work 
has shown that the use of unmanned aerial ve-
hicles in combination with digital cameras allows 
for obtaining data from locations inaccessible to 
terrestrial laser scanners, which is cheaper than 
the purchase of airborne scanners. To achieve 
similar modeling effects, basic knowledge of both 
technologies, digital cameras, post-processing 
and others is necessary. Challenges emerged from 
the drone’s rolling shutter camera, requiring pre-
cise adjustments in exposure and ISO settings to 
avoid focus issues and over/underexposure. Post-
processing involved meticulous photo selection 
and rejection to meet accuracy standards, affect-
ing workflow efficiency.

The speed of data acquisition for such a large 
facility (approx. 4 hours of field work) gives an 
advantage over classic measurement methods, 
which facilitates work in crowded facilities, in 
changing weather conditions, etc. Limited equip-
ment mobility and visibility posed challenges 
for capturing thin object details like railings, 
spires, and fine features. It is possible to use old-
er equipment, but it is important to be aware of 

Fig. 11. (a) Part of point cloud from TLS showcasing the arcade of Zamość Town Hall (Agisoft Metashape), (b) 
part of point cloud from photogrammetric data showcasing the arcade of Zamość Town Hall (Agisoft Metashape)

a) b)
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its limitations and know the technology that can 
support it. The resulting model is a great base for 
further conservation activities and historians. In 
conclusion, usage of drones is currently one of 
the most effective ways of acquiring and supple-
menting geodetic data. UAVs facilitate efficient 
and expeditious access to otherwise inaccessible 
terrains, thus enabling the acquisition of exten-
sive datasets surpassing the limitations of con-
ventional terrestrial surveying techniques, includ-
ing ground-based laser scanning. 

Despite using equipment available for sev-
eral years, it proved reliable, providing single-
centimeter-level accuracy. The UAV excelled in 
maneuverability, granting access to challenging 
sites. The digital camera captured high-quality 
images, fine-tuned for accurate digitization. De-
spite its age, the Topcon GLS-2000 was effective, 
showcasing the value of established technology 
when well-planned. The resulting detailed 3D 
model aided architectural analysis and conser-
vation. This hybrid method saved time and im-
proved result quality, aiding in documenting the 
historic building comprehensively. A complete, 
three-dimensional model of a historical object is 
an excellent basis for future reconstructions and 
repairs. It allows for preserving cultural heritage 
for future generations in a different form than 
two-dimensional photography. 
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