Introduction

With the recent advancement in technology due to the development of artificial intelligence (AI) and the rapid rising of the huge amount of data on the internet as big data technologies, network security challenges are more complex than in the past (1). Moreover, with the rising of cybercrimes and large data on the internet, and increased network connection, computer systems are turning out to be more susceptible to attack (2). This focuses on the critical need for an efficient and reliable network intrusion detection system (NIDS), which has emerged as a significant research area. This is because creating a system with no vulnerability is not theoretically possible. In the previous studies, various approaches have been developed for the said issue each with its strengths and weaknesses. However, still there is a need for minimal variance and improved accuracy. To this end, this study proposes an ensemble model for the said issue. This model is based on Bagging with J48 Decision Tree. The proposed models outperform other employed models in terms of improving accuracy. The outcomes are assessed via accuracy, recall, precision, and F-measure. The overall average accuracy achieved by the proposed model is 83.73%.
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Abstract

Technology is rising on daily basis with the advancement in web and artificial intelligence (AI), and big data developed by machines in various industries. All of these provide a gateway for cybercrimes that makes network security a challenging task. There are too many challenges in the development of NID systems. Computer systems are becoming increasingly vulnerable to attack as a result of the rise in cybercrimes, the availability of vast amounts of data on the internet, and increased network connection. This is because creating a system with no vulnerability is not theoretically possible. In the previous studies, various approaches have been developed for the said issue each with its strengths and weaknesses. However, still there is a need for minimal variance and improved accuracy. To this end, this study proposes an ensemble model for the said issue. This model is based on Bagging with J48 Decision Tree. The proposed models outperform other employed models in terms of improving accuracy. The outcomes are assessed via accuracy, recall, precision, and F-measure. The overall average accuracy achieved by the proposed model is 83.73%.
Internet-based systems from attacks, various protection tools such as firewalls, user authentication, data encryption, anti-malware, and antivirus software have been proposed (6). These security technologies prevent many attacks but lack in-depth packet analysis due to which they cannot provide security as required to the organization’s network (7). Some of the latest ML techniques have been used to overcome these shortcomings (8). Signature-based and anomaly-based are the two categories of IDS. Signature-based detection systems detect attacks by analyzing the previous attack patterns. Because detection is based on data from previous attacks, this technique is vulnerable to novel attack detection (9). An anomaly-based detection system, on the other hand, identifies assaults by detecting conditions or patterns that are not deemed normal, and so these systems successfully identify known and undiscovered attacks (8). There are continuous improvements in the performance of Network Intrusion Detection Systems (NIDS), but still, further, improvement is required (10). To this end, this study aims to propose an ensemble model based on Bagging using J48 for NIDS compared with J48 Decision Tree (J48), Random Forest (RF), Naïve Bayes (NB), K-Nearest Neighbor (KNN), and Support Vector Machine (SVM).

In recent years, the use of machine learning (ML) techniques to NIDS has been a popular study subject. Based on numerous publicly available datasets created plenty of new approaches to the problem of detecting network attacks. There are a variety of ways employed, including anomaly and signature-based IDS, or a combination of both. On the subject of signature-based IDS, there are numerous research proposals are available in the literature (11). Most of the previous work focuses on binary classified datasets and neglect multiclass real-time data sets. This section presents related work on both binary and multiclass datasets. The authors’ presents the ability of the ML-based AIDS using the CICIDS2017 dataset for analysis. Supervised and unsupervised ML techniques are applied and tested on 48 different models. Due to poor results about 17 models are excluded from the results and 31 are included. Supervised ML models achieve 99.32% accuracy for ANN, 99.49% accuracy for DT for KNN, 98.86% for NB and 96.72% accuracy for SVM. The unsupervised ML model achieves 60.06% for EM, 23.41% for K-means and 59.06% for SOM. Among all ANN performs best while the performance of K-mean is the poorest one. This study further focuses on the impact of feature selection and deems to use developing a deep learning model for analysis (12). The researchers apply two new ML models: ANN and KNN to the defense data traffic for anomaly detection in the network. In this paper, the researchers select multiples performance metrics such as: accuracy, precision, TPR and FPR for analysis. The results show that KNN achieves 0.9957 accuracies, 0.9949 precision, 0.9959 TPR and 0.9956 TNR while ANN achieves 0.9923 accuracies, 0.9910 precision, 0.9926 TPR and 0.9920 TNR. The main drawback of this work is the feature selection and the calculation of the distance between new and existing points is so large that it adversely affects the performance. In the case of specific datasets KNN proves to be better for classification (13). For intrusion detection two datasets: CICIDS2017 and ISCXIDS2012 are used for analysis. A hybrid approach based on packed and session classifiers achieve the highest accuracy of 99.9% for CICIDS2017 and accuracy of 97.37% for ISCXIDS2012. Furthermore, the results of the hybrid model are compared to other models such as: RF, Adaboosted DT (ADT), Deep Neural Network (DNN), SMOTE+RF, Support Vector Machine (SVM), DTNB, TSE including Rotational Forest, Extreme Learning Machine (ELM) and Gradient Boosting Tree (GBT). Among all ELM and SVM perform poorly. The main disadvantage of this study is the practical implementation which is too much difficult due to its high cost and complexity (14). Data-driven IDS incorporates several steps: data processing, datasets exploration and ML-based models. The effectiveness of Data-driven analysis by the authors using 10-fold cross-validation and KDDcup99 dataset. This dataset includes 4898432 instances and 41 attributes. In this work, one dataset, two ML models and three performance metrics such as: accuracy, precision and recall are considered. The results show that the RF model achieves 94% accuracy, 99% precision and 93% recall while DT achieves 93% accuracy, 98% precision and 92% recall (15). The authors apply DoS and probe attacks in the NSL-KDD dataset to an IoT network, especially Routing Protocol for Low-Power and Lossy Networks (RPL) and 6LoWPAN networks, utilizing the Contiki-NG operating system. Furthermore, the dataset is fed into machine learning algorithms to examine their capacity to categories various network threats. The findings show that
tree-based techniques and ensemble algorithms such as XGBoost, DT, Bagging Trees, and RF outperform and achieve better than 96% accuracy (16). The goal of this study is to design an intrusion detection system to detect the intrusions early and accurately. This goal is achieved using an ensemble machine learning model which is based on bagging and J48.

**EXPERIMENTAL SETUP**

This study focuses on determining the prediction of intrusion in networks and their impact on systems and data. Most recent intrusion detection models can quantify anomalies in the network data flow, these approaches can discern anomalies; nonetheless, they have limited capacity in preventing these anomalies and intrusions from attacking (17). Intrusion detection is a high-security issue as it can be the cause of data loss and defacement of information. These flaws must be addressed as quickly as feasible to reduce the risk of data loss and defacement. To this end, our research methodology applied is presented in Figure 1. Where, after data collection, ML models are trained and tested. The training and testing criteria are discussed in the subsequent. The models are evaluated with some of the standard assessment measures including accuracy, recall, precision, and f-measure (18). All the experiments are done through the system with specifications containing Microsoft Windows 10-based machine with Intel® Core i5 processor and eight-gigabyte memory. Each result obtained is averaged over 20 simulation runs by changing random seed values and keeping the parameters fixed.

**DATASET DISCUSSION AND MODELS TRAINING**

For IDS, the dataset focused in this study is NSL-KDD which is last updated in 2019 and is available at https://www.unb.ca/cic/datasets/nsl.html. For the training and testing of ML models, different datasets are used. The dataset used for training contains 125973 instances where 58631 are anomalies while the rest of 67342 are normal records. The testing set consists of 22544 instances. In both the test and train sets, there are 42 features, one of which is a class feature used to determine if a record is abnormal or normal. One of the 42 features is a class attribute, while the remaining 41 features are divided into four separate classes, as detailed below:

- basic (B) characteristics are the characteristics of individual TCP connections;
- content (C) features are the properties inside a domain knowledge-suggested relationship;
- traffic (T) features are qualities calculated using a two-second time frame;
- host (H) Features are qualities meant to evaluate assaults lasting more than two seconds.

![Fig. 1. Research methodology](image)
PERFORMANCE ASSESSMENT

The core phase of any experimental study is to test the performance of use models (19). Hence, this study focuses on standard assessment measures including accuracy (20), (21), recall, precision, and f-measure (22–24). These measures can be calculated as:

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{2}
\]

\[
\text{F−Measure} = \frac{TP}{TP + \frac{1}{2}(FP + FN)} \tag{3}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

where:
- \(TP\) – true positive, presents the records that are anomalies and models predicted these as an anomaly;
- \(TN\) – true negative are those records that are normal and also predicted as normal;
- \(FP\) – false positive are those records that are normal but predicted as an anomaly;
- \(FN\) – false negative are those records that are anomaly but predicted as normal.

PROPOSED MODEL

This study uses Bagging with the J48 classifier to design an ensemble model to improve the accuracy of NIDS. Bagging makes decisions from multiple classifiers, and here the classifiers are J48. Bagging generates subsets of training. To create each of the new subgroups, training instances from the initial training data are randomly sampled and replaced. Therefore, certain instances may be chosen time and time again while others may be omitted. All fresh training subsets in bagging have the same number of instances as the data. The J48 is utilized as the basis.
classifier in the construction of one classifier from each of these subgroups. Thus, the results of various training subset classifiers are combined using un-weighted voting to get the final result from the structured classifier. Each classifier records their vote for a modulation scheme in this case to categorize an instance. The modulation scheme chosen as the winner is the one with the most votes at that point. It’s important to note that Bagging improves identification performance primarily by minimizing variance error (25). The complete process is shown in Figure 3 and algorithm 1. The algorithm for the proposed model is:

**Algorithm 1 Bagging using J48 Classifier**

**Algorithm:**

- **input:**
  - training data
  - base classifier
  - number of training subsets (iterations)

1. For training set 1 to training set n do
2. Generate training subsets
3. Constructed classifier = J48
4. end for
5. Instances constructed by classifier = Sum of all largest number of votes.

Sum of all largest number of votes are selected as final decision

- **Output:** constructed classifier (final)

**RESULTS**

The experimental outcomes achieved through the proposed models and the rest of the employed models including J48 (26), KNN, RF (27), NB (28), and SVM (29). These were trained using the NSL-KDD dataset and evaluated using accuracy, recall, precision, and f-measure. For training and testing, two different datasets are used. The training set consists of 125973 instances and the testing set consists of 22544 instances. Figure 3 illustrates the true positive rate (TPR) and FPR of each employed model. It shows the better performance of the proposed model with 0.837 (83.7%) of TPR. On the other hand, SVM shows the weakest performance with 0.754 (75.4%) of FPR. It also can be demonstrated that there is a very little difference between J48 and RF where J48 achieved 81.85% accuracy and RF achieved 80.45% accuracy. The detail of the percentage difference (PD) between the proposed model and the rest of the models is illustrated in Figure 6. The percentage difference is calculated as:

\[
PD = \left( \frac{n1 - n2}{n1 + n2} \right) \times 100
\]

where: 
- \(n1\) – shows the values of Bagging using J48,
- \(n2\) – depicts the values of the rest of the models.

SVM’s weak performance is due to it does not perform well when the dataset contains a large number of instances. Moreover, if the number of features for each of the data points exceeds the number of training data samples, in this case, SVM will underperform.

The proposed model outperforms well in the current situation, however, there are some threats to the validity. The current study utilized two different sets for training and testing, though, if someone changes the training and testing criteria using any of the methods e.g. percentage splitting, K-fold cross-validation, etc. then the current
Fig. 3. TPR and FPR of each employed model
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outcome may be violated. This study focuses on the NSL-KDD dataset and recall, precision, f-measure, and accuracy as assessment measures, so, any change in the dataset is the selection of some other measurements for assessment that may change the current results.

CONCLUSIONS

In the modern world, the use of technology has become a commodity that, beyond providing several facilities, makes users vulnerable to a variety of cyber-attacks. In this regard, intrusion stands as one of the pivotal attacks to gain unauthorized access to users’ sensitive and confidential information. Social techniques are considered the first line of defense, however, these techniques are not effective to prevent and detect these attacks considerably. This demands the use of technology-assisted techniques to overcome the issues on network data and security. To this end, this study proposed an ensemble model based on Bagging using J48. The performance of the proposed is compared with some of the well-known models including KNN, NB, SVM, RF, and J48 based on accuracy, recall, precision, and f-measure. The overall analysis presents the better performance of the proposed ensemble model with 83.73% accuracy.
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