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INTRODUCTION

Nowadays, there is observed instantaneous 
and rapid development of wind power. It is a 
well-known fact that the electrical energy sec-
tor is transitioning towards a renewable future. 
As wind power plays a crucial role in renewable 
energy transformation, it must appropriately co-
operate with the interconnected power system 
because of its intermittent stochastic feature of 
generated power. Wind power forecasting has 

recently gained the interest of many researchers 
because it allows for the effi  cient management 
and balancing grid traffi  c by suitably schedul-
ing the controlled generating thermal units [1]. 
Conventional power plants have higher time con-
stants, which causes the necessity for improving 
the forecast accuracy of wind power generation. 
A highly accurate for more than a day wind gen-
eration forecast allows for more effi  cient schedul-
ing of thermal plants and grid optimization. The 
wind power foretelling is typically performed 
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ABSTRACT
Prediction of considerable wind power is a signifi cant factor in modern power systems’ robust and resilient opera-
tion. As a result, many studies addressed up-to-day-ahead wind power forecasting. Taking into account the abili-
ties of machine learning (ML) Models and their combinations, in this paper, the Authors would like to present the 
framework for 60-hour wind power forecasting in Poland. Possession of longer than one-day ahead of accurate 
wind power forecasts gives an ability to the transmission system operator (TSO) and distribution system operator 
(DSO) the to improve the control of grid traffi  c and assimilate more effi  ciently the renewable energy sources (RES) 
generated power. The presented method uses the geographical coordinates of wind farms in the area of interest 
with their wind-power curves. It combines it with weather parameters such as wind speed and direction, wind 
gust, air temperature, and pressure for improved accuracy. The novelty of the proposed method is that model can 
adapt autonomously according to achieved past accuracy. A back-score accuracy has been tracked based on past 
predictions and measured wind power generation. Furthermore, the model combines diff erent ML models that can 
be adapted or retrained if prediction performance drops below an acceptable level. In this paper, we would like 
to present a method and performance analysis of the adaptive ensemble-model method, whose accuracy has been 
calculated compared with actual data measured in the National Power System of Poland. Furthermore, the paper’s 
novelty is that the proposed method/framework can use only an approximate model of large wind generation at 
the beginning, and the model can be fi ne-tuned in the proposed method’s operation as a function of back-accuracy 
measurement triggering ensemble-model adaptation.
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based on numerical weather prediction (NWP) 
combined with wind farms’ geographical loca-
tions and technical data [1, 2]. The increasing 
computational abilities of servers allowed for 
combining classical wind generation forecasting 
with different ML methods, as proposed in [3], to 
achieve better prediction performance [4]. In [5], 
the Authors offered an approach Support Vector 
Machine (SVM)-based regression algorithm day 
ahead prediction of wind energy or [6] where the 
forecast of wind generation has been done using 
SVM, and probability distribution SVM forecast 
error had been estimated by Sparse Bayesian 
Learning (SBL). There are also methods based on 
Long Short-Term Memory (LSTM), which have 
been discussed in among others [7–9]. Different 
LSTM combinations with other approaches or 
neural network models have been used for wind 
power predictions. In [8], a solution proposed 
where a time-section fusion pattern classifica-
tion forecasting model is proposed. It includes 
multiple forecasting models based on different 
machine learning theories, such as LSTM, SVM, 
and autoregressive integrated moving average 
(ARIMA), which are used to predict wind power. 
In [7], wind speed and direction have been in-
cluded from neighboring points in the vicinity of 
the wind turbine or wind farm. Furthermore, to 
make better forecasting, there had been proposed 
the usage of Convolutional Long-Short Term 
Recurrent Neural Networks (convLSTM). Their 
advantage is the property of including temporal 
dependencies from the wind time series and spa-
tial subjection obtained from geographically scat-
tered wind forecasts.

A similar solution can be found in [10], where 
multi-tasks convolutional long-short term recur-
rent neural network (convLSTM) was applied to 
simultaneously predict the energy output of the 
wind turbine while modeling the spatio-tempo-
ral structure of the input wind flow. In [11], the 
Authors proposed a novel two-layer nonlinear 
combination method for short-term wind speed 
prediction problems, such as 10-min ahead and 
1-h ahead. The first layer is based on an extreme 
learning machine (ExLM), elman neural network 
(ENN), and LSTM to separately forecast wind 
speed by making use of their merits of calculation 
speed or strong ability in forecasting, and the sec-
ond layer by making use of ENN-based nonlinear 
aggregated mechanism to alleviate the inherent 
weakness of single method and linear combina-
tion. In [12], the Authors proposed a new model 

considering climate factors, such as temperature 
and air pressure. It consists of mathematical mor-
phology decomposer (MMD) and two LSTM 
networks to perform ultra-short-term wind speed 
forecasts. The MMD is developed to improve the 
forecast accuracy, separating the wind speed into 
two parts: a stationary long-term baseline and a 
nonstationary short-term residue. In [13], the pre-
diction system is proposed using the gated recur-
rent units (GRU), which is based on a deep learn-
ing prediction model and combining the relevant 
historical data of wind power.

According to the above review, it can be found 
that the prediction of immense wind power is an 
essential factor in the robust and resilient operation 
of modern power systems. To the best knowledge 
of the Authors, there has been done research which 
addresses day-ahead wind power forecasting such 
as [14–19], where different ML techniques have 
been proposed, such as tree-based learning algo-
rithms with XGBoost method [14] or cascaded 
convolutional neural network (CNN) with an ex-
citing aggregator in the form of radial basis func-
tion neural networks (RBF). Furthermore, an en-
semble method was proposed in [16–19], where 
different and modified combinations of neural net-
works with statistical methods have been used for 
wind power forecasting. As stated above, ensemble 
methods using other ML models and algorithms 
with chosen statistical processing have been prov-
en accurate for wind power forecasting. Inspired 
by this fact, this work aims to present the frame-
work for 2.5 days (60 hours) extensive wind power 
forecasting, which in the Authors’ opinion, fills the 
gap in long-term forecasting of ample wind power. 
Possession of more than one day ahead of accurate 
wind power prediction allows the TSO and DSO to 
precisely control the grid traffic and assimilate the 
RES-generated energy efficiently. The presented 
method uses the geographical coordinates of each 
wind turbine in the area of interest with its wind-
power curves. It combines NWP with weather pa-
rameters such as air temperature, wind direction, 
gust, and pressure for improved accuracy. The nov-
elty of the proposed method is that the presented 
ML ensemble model is checked against perfor-
mance error every six hours, which in this case is 
every new NWP. If the performance error is below 
a certain level, the model remains unchanged and 
performs a 60-hour wind power prediction.

On the other hand, if the error is high-
er than the error threshold, the model is 
adapted, trained using the newest data, and 
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assembled into new architecture, finally performing  
60-hour forecast. The rest of the presented paper 
is structured as follows. At first, the ML methods 
and component models used for extensive wind 
power forecasting in Poland were introduced with 
comparative analysis. Then, there have been pro-
posed the adaptive ensemble ML framework for 
significant wind power forecast in Poland with 
results compared to wind-generated power, mea-
sured values by TSO. Finally, the conclusions 
have been introduced, where the final interpreta-
tion, analysis, and reasoning of achieved results 
with future work have been gathered.

Data acquisition and assessment 
of wind generation in Poland

As stated in the Introduction, predicting the 
wind generation in the whole country is essential 
from the TSO and DSO perspectives. The more 
accurate wind power prediction, the better thermal 
generation scheduling, transmission infrastructure 
usage, or better CO2 management in the future.

General concept

According to research [1,2], accurate wind 
generation forecasting require a model that com-
bines the NWP augmented with wind farms’ 
geographical and technical data. In the proposed 
framework, the NWP acquired from remote ser-
vice provides weather parameters influencing 
wind generation, such as wind speed at 90 m, 
wind gust at 90 m, air temperature, atmospheric 
pressure, and wind direction. Then, NWP’s wind 
speed and gust from NWP predictions are com-
bined with farms’ coordinates and Wind Turbine 

(WT)s technical data to estimate the upper and 
lower bounds of expected wind generation. The 
characterized first stage of data preparation for 
significant wind power prediction has been pre-
sented in Figure 1. It is worth noting that created 
at this stage model for wind generation forecast-
ing, developed with wind turbines’ technical data/
power curves merged with localization, acts as 
an ideal model. However, in natural conditions, 
it is characterized by significant inaccuracy. As a 
result, it can calculate the minimal and maximal 
wind generation potential, generally speaking, in 
the area of interest or, in the presented case, in 
Poland. The source of model uncertainty comes 
mainly from the fact that it calculates purely gen-
erated power using wind turbines’ power curves 
based on predicted wind conditions in their loca-
tions according to Equation 1 and 2, respectively:
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where: N – number of wind turbines, vw – wind 
speed at 90 meters altitude above ground 
level (m/s), vg – wind speed during gusts 
(m/s), fi – i-th wind turbine generation 
curve as a function of wind speed vw or 
vg at j – th time,  j – NWP wind forecast 
sample number.

The operational code of grid-interconnected 
wind farms requires that wind farm owners com-
mit their power and energy production over a 
time horizon based on NWP according to grid 
limitations set by TSO. In such a case, the accu-
rate prediction of large wind generation can be 

Fig. 1. Large wind generation forecasting system with two stages: stage 1 – data preparation 
based on NWP, stage 2 – automated-adaptive ML model development of wind generation
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improved using ML techniques. The results of 
the augmented raw ML model used for wind gen-
eration forecast based on NWP combined with 
turbine localization and their power curves com-
pared to those measured by TSO in the National 
Power System have been presented in Figure 2.

In Figure 2, there has been presented a cho-
sen period where the NWP was acquired from 
June 2020 to July 2021 with estimated upper and 
lower bounds of large wind generation, calculated 
based on the wind at 90 m and wind gust at 90 m, 
respectively. It is worth noting that accurate val-
ues of wind generation almost all the time stays 
between upper and lower bounds. In addition, a 
varying moment of inertia can also be observed 
as a function of generation level. To improve the 
accuracy of long-term large wind generation, the 
Authors proposed a method for long-term fore-
cast improvement named ML Model with Adap-
tive-Ensemble Architecture. According to Fig-
ure 3, where have been presented the measured 
wind generation in Poland as a function of non-
adaptive prediction models. Also, the conclusion 
is that it is hard to predict wind generation accu-
rately using nonlinear but non-adaptive models. 

Machine learning adaptive-
ensemble architecture model

As presented in Section 1, many complex pre-
diction methods have been investigated, general-
ly described as two-layer parallel-serial [14–18]. 

Analyzed techniques typically combine different 
ML models at the first layer in parallel. In con-
trast, in the second layer, outputs are aggregated 
using varying structures of ML models and fuzzy 
or statistical methods. In [20], there has also been 
presented an up-and-coming way with LSTM 
and aggregator in the form of Choquet integral 
or, i.e., Dempster–Shafer based function [21]. An 
alternative ML forecasting model can be found 
in [22], which was proposed for predicting short-
time wind power forecasting. 

In general, paralleled ML models are used to 
reflect different features of anticipated time series 
in varying time horizons. Thus, diverse aggrega-
tion methods result in other final forecasts and 
overall model accuracy. Nevertheless, the typical 
forecasting approach assumes that once prepared 
and trained architecture is used for future predict-
ing. Such a model can be adapted or retrained, 
but the architecture remains static. Based on the 
above considerations, it can be stated that such a 
forecasting model is valid in a particular time ho-
rizon since the static or, on the same level, quasi-
dynamic characteristics of large wind generation 
can be non-stationary and may change over time. 
The mentioned wind generation can be non-sta-
tionary and may change over time. The said wind 
generation non-stationary features’ can be affect-
ed by many factors, such as slow aging or minor 
damage of the wind turbines’ blades and rotors, 
changing the terrain roughness or their growth 
during the year. Slow changes are challenging to 

Fig. 2. Chosen period of significant wind generation prediction in 60 hours time horizon – lower and up-
per bounds based on NWP wind and gust forecast compared to real WG value measured by TSO
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identify in large wind generation, e.g., in a whole 
country. In such Once a trained forecasting model 
can lose its prediction accuracy over time, its va-
lidity can vary during the year. Therefore, to avoid 
accuracy degradation and achieve acceptable 
forecasting errors all the time, the architecture 
consisting of a few ML models can be refreshed 
or rearranged. In this paper, the proposed method, 

component models, and model architecture can 
be changed based on the measured accuracy of 
component models. Moreover, in performed re-
search, a dynamic complex model structure has 
been proposed in Figure 4. An example of the re-
sulting architecture is shown in Figure 5, where 
an automated adaptive-ensemble algorithm has 
been described in Figure 6.

Fig. 3. TSO measures wind power as a function of (a) average wind speed in Poland in all sites, (b) calcu-
lated by a deterministic wind generation model of Poland based on wind speed at 90 meters, and wind gust

a)

b)
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Automated adaptive-ensemble 
model architecture 

The proposed method of automated adaptive-
ensemble architecture model allows for accurate 60 
hours of wind generation prediction using NWP. As 
presented in Figure 6, at the first stage, models are 
separately trained using 70% 15% 15% of data used 
for training, validation, and testing, respectively. At 
this stage, every model architecture tuning is also 
performed using the Bayesian search method [23, 
24], finding the best number of layers, neurons, and 
activation functions that allow for the best perfor-
mance and generalization. All optimizations were 
performed using Optuna Python Package [25]. Ac-
cording to Figure 6, if back-scored MAPE in the 
last 6 hours falls below MAPE<5%, it is assumed 
that the actual model is accurate, so it stays without 
any changes for future predictions. If 5%< MAPE 
<10%, the model is retrained on contemporary ar-
chitecture, and if MAPE > 10%, the model runs for 
a new architecture (the model is optimized again). 
In the model optimization procedure, all unit mod-
els are trained along with their structure optimiza-
tion, and every component is trained and validated 

using the newest data included in the train/valid 
dataset (in the presented research, there were used 
datasets for a year 12 months, sampled in a 15-min-
utes time interval). In the first step of the optimiza-
tion procedure, all models are retrained, and their 
accuracy is measured. Then, the four best models 
are taken into the first layer, where all four are con-
nected in parallel. In the second stage, outputs of 
the first-layer models are accepted for training to 
obtain an aggregator module at the second stage. 
All available component models are trained and 
optimized in the second stage, focusing on their 
structure. Finally, only one best-performing model 
is taken as the second layer aggregator. 

Results of operation of 
adaptive-ensemble ML 

In this section, the Authors would like to pres-
ent the operation of the Adaptive Ensemble Ar-
chitecture Model and achieved forecasting results 
applied to significant wind generation prediction 
in Poland. As it was stated before, the NWP was 
acquired in June 2020. However, the regular op-
eration of the presented method started on the 1st 

Fig. 4. Entry-level ML model architecture used in an automated-adaptive method

Fig. 5. Final ML example model architecture achieved in an adaptive-ensemble method
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Fig. 6. Operation of adaptive ensemble ML architecture algo-
rithm (retrain/adapt/optimize trigger condition)

Fig. 7. Adaptive ensemble ML Model algorithm operation results in four following predic-
tions, RMSE and MAPE calculated in 60 hours horizon according to actual measured values
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Table 1. Ensemble model architecture of the first prediction presented in Figure 9
SVMModel MLPModel RBFModel CNNModel PipelineMLP

nu: 0.589 number_of_layers: 2 n_rbf_layers: 1 n_filters:  16 number_of_layers: 2

C: 0.991 n_neurons_1: 31 rbf_units_1: 15 kernel_size: 6 n_neurons_1: 10

kernel:  poly n_neurons_2: 18 rbf_units_2: 15 pool_size:  3 n_neurons_2: 15

degree:  3 input_act.: sigmoid rbf_units_3: 15 act.: sigmoid input_act.: sigmoid

gamma: scale output_act.: relu input_act.: sigmoid final_act.:  sigmoid output_act.: sigmoid

Table 2. Ensemble model architecture of the second prediction presented in Figure 9
SVMModel MLPModel RBFModel CNNModel PipelineGRU

nu: 0.426 number_of_layers: 2 n_rbf_layers: 1 n_filters:  13 number_of_layers: 1

C: 0.872 n_neurons_1: 42 rbf_units_1: 15 kernel_size: 4 n_neurons_1: 12

kernel:  poly n_neurons_2: 12 rbf_units_2: 31 pool_size:  3

degree:  2 input_act.: sigmoid rbf_units_3: 17 act.: sigmoid input_act.: sigmoid

gamma: scale output_act.: relu input_act.: sigmoid final_act.:  sigmoid output_act.: linear

Table 3. Ensemble Model Architecture of the fourth prediction presented in Figure 9
SVMModel MLPModel GRUModel RBFModel PipelineKNN

nu: 0.621 number_of_layers: 2 n_gru_layers: 2 rbf_units_1: 33 n_neighbors: 200

C: 0.728 n_neurons_1: 65 n_gru_neurons_1: 25 rbf_units_2: 15 weights: distance

kernel:  poly n_neurons_2: 22 n_gru_neurons_2: 16 rbf_units_3: 9 algorithm: auto

degree:  3 input_act.: sigmoid gru_act.:  sigmoid input_act.: sigmoid leaf_size:  98

gamma: scale output_act.: relu final_act.:  linear output_act.: relu metric:  minkowski

of February 2021 until the 27th of July. These 
results have been given from this time. In Fig-
ure 7, there have been shown the results of the 
proposed method. The consecutive wind genera-
tion predictions in Poland have been calculated 

in 60 hours horizon at every 6 hours with ap-
propriate model architectures. The architecture 
consists of neural network models, which param-
eters have been gathered in Table 1, Table 2, and  
Table 3, respectively.

Fig. 8. Adaptive ensemble ML model algorithm operation results – arrows show an ex-
ample start and end of 60-hour prediction, wind generation in National Power System (NPS) 
measured by TSO, WG forecasting model architecture, where: first four abbreviations pres-

ent models in first-parallel stage, fifth the model in second-aggregating stage
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Fig. 9. Adaptive ensemble-architecture ML model – forecasting error (MAPE) for 60 hours of wind 
generation prediction; adapted model architectures have been specified above error values

Accuracy analysis of the developed 
adaptive-ensemble architecture method

To compare results and prove the applica-
bility of the presented adaptive-ensemble ar-
chitecture method (AEAM), the base model 

Fig. 10. Error analysis of adaptive-ensemble model method predic-
tions from 6 hours ahead (h6) up to 60 hours ahead (h60)

has been developed in a traditional way, where 
training/validation and test dataset of NWP. 
The estimated lower and upper bounds of 
total wind generation with TSO measure-
ments started on 01-02-2021 and lasted until 
31-05-2021. The tests were performed from  
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01-06 up to 21-06-2021. The base model has been 
trained and ensembled with historical data. The 
analysis of method prediction accuracy has been 
performed using common statistical indicators 
such as Mean Error (ME), and Confidence Inter-
val (CI) defined as follows:
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where: yi – measured wind generation by TSO, 
xi – predicted wind generation, n = 240 
number of samples in 60 hours, x – mean 
error, σ – standard deviation, z – confi-
dence interval coefficient dependent cho-
sen according to Table 4.

The results achieved using the adaptive-
ensemble model method have been presented in 
Figure 10 (error of wind power prediction) and 
Figure 11 (error in energy generation prediction)  

CONCLUSIONS

This paper presents a novel method and per-
formance analysis of the Adaptive Ensemble-
Model Method for 60-hour wind power predic-
tion in Poland, where the final architecture used 
for prediction is optimized based on the most 
actual data. The proposed method’s accuracy 
has been calculated and compared with data 
from the National Power System of Poland. Fi-
nally, the prediction accuracy has been calculat-
ed in the one-month continuous operation of the 
presented method, achieving forecasting preci-
sion at a 60-hour horizon at the mean error level 
of 4.02% in energy production and the mean 
error of generating wind power at the level of 
22.16 MW. It is worth noting that the presented 
method tends to improve its predicting accuracy 
trying to find the best architecture in consecu-
tive iterations. 
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Table 4 . Confidence interval coefficient z ac-
cording to desired confidence range

Confidence range z

99% 2.576

98% 2.326

95% 1.96

90% 1.645

Fig. 11. Error analysis of adaptive-ensemble architecture method energy pre-
dictions from 6 hours ahead (h6) up to 60 hours ahead (h60)
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