
INTRODUCTION

Fire disasters are serious problems around 
the world. In order to predict fi re disasters, vari-
ous methods have been used to detect fi res, such 
as fi re watch towers, physical sensors, satellite 
and aerial monitoring, and video and digital im-
age analysis. The reliability of fi re watch tower 
depends greatly on the operator’s assessment. 
Physical sensors, which are often based on par-
ticle sampling, temperature sampling, relative 
humidity sampling, air transparency testing, 
and smoke analysis, can cause false alarms, for 
example, individual smoking nearby or vapor 
from the cooking process. Moreover, reliabil-
ity of this fi re detection system depends on the 
distribution of sensors; and the fi re location, its 
size as well as growing rate cannot be deter-
mined. Therefore, this kind of detection is only 

suitable to close and small areas. Meanwhile, 
the satellite and aerial monitoring system is 
very expensive and can be activated when the 
fi re has already spread signifi cantly.

There has been a continuous interest in con-
ducting the studies related to fi re detection based 
on video and image analysis. Most of the work 
in fi re detection in color images and videos are 
based on setting color rules. [1, 2] proposed a 
method of developing a set of rules for fi re pixel 
classifi cation based on video image processing. 
The RGB color system was used to extract fi re 
pixels and smoke pixels, which are then veri-
fi ed if they are real fi re pixels or fi re-like pixels.     
[3, 4] attempted to detect fi res and fl ames by 
processing the video data generated by an ordi-
nary camera monitoring a scene. The fi re pixels 
are determined by ordinary motion, RGB color 
clues, and video analysis in the wavelet domain. 
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[5] proposed an approach to detect fires in real 
time by combining the foreground object infor-
mation with color pixels statistics of fire based 
on the RGB color system. Other methods utilize 
threshold selection and image feature analysis for 
early fire detection [6]. An adaptive background 
subtraction algorithm was developed to extract 
the foreground information, then this foreground 
region was verified to determine if it is a fire can-
didate or not. The algorithm was the developed 
[7] utilizing a YCbCr color space, since it can 
separate the illumination information from chro-
minance more efficiently than other color space. 
[8] used flame contours for early fire detection 
from video sequences. The process of fire detec-
tion consists of candidate fire frame selection, 
flame region selection, and flame contour-based 
fire decision. [9] utilized the RGB color space to 
develop a set of rules to classify the fire pixels 
from images. Meanwhile, [10] proposed an ap-
proach in which the statistical fire color model 
(RGB) and sequential pattern mining technology 
are combined to detect fire in images. 

Many studies have been conducted on detect-
ing fire using the YCbCr color model as well. In 
a research conducted by [7], the YCbCr color 
system was utilized. The advantage of using such 
color system is the ability of separating the lumi-
nance from the chrominance more effectively than 
other color spaces. Then a generic chrominance 
model was proposed for flame pixel classifica-
tion. This further alleviates the harmful effects of 
changing illumination and also detects fire more 
efficiently; moreover, higher accuracy rates were 
achieved by utilizing the YCbCr color system 
over the RGB color system. [11] also performed 
a research based on the color model approach, to 
classify a pixel to be fire the model identifies sev-
en rules. If a pixel satisfies those seven rules, then 
it is classified as fire. In this method, two color 
systems namely, RGB and YCbCr were utilized 
in the classification process. However, this ap-
proach was limited to detecting forest fires, which 
hinders the usage of this approach.

Due to developments in digital image and 
video processing, also inspired by the artificial in-
telligence capabilities, computer vision-based fire 
alarm systems tend to replace the conventional 
detection systems [12, 14÷15]. These new sys-
tems can cover larger detection areas with higher 
reliability. Thus, exploring the approaches to de-
tect fire based on color systems and the applica-
tion of machine learning techniques is of interest.

The remainder of the paper is structured as fol-
lows. Section 2 presents the methodology to ex-
tract fire pixels from images; further, the results on 
a real-world dataset are presented. Section 3 pres-
ents a fire detection algorithm based the YCbCr 
color space and the results are evaluated on real 
images. The details of detecting fire regions based 
on an HSV color model and the decision rules to 
validate fire utilizing the Gaussian mixture model 
(GMM) are presented in Section 4. Finally, the 
conclusions are drawn.

The RGB Based Method

By studying the visual features of fire, it is 
can be observed that fires have unique visual 
features. These features can be divided into stat-
ic and dynamic characteristics, which are both 
used in the classification of fire pixels. In terms 
of static characteristics, flames often have red-
dish colors and they will vary with an increase in 
temperature. When the fire is in its early stage, its 
temperature is low and the colors range from red 
to yellow. However, when the fire develops and 
reaches higher temperature, its color may turn 
into white. This means that a low-temperature 
flame emits a light with high saturation, whereas 
a high-temperature flame emits a low-saturation 
light. In addition, the saturation in the day-time 
or with background illumination is stronger than 
that of during the night-time or without light 
source. Accordingly, three color spectra of the 
segmented fire region exist namely, white-yel-
low, orange, and red. In terms of dynamic char-
acteristics, the shape of the flame varies with 
time, because it could be affected by the wind. 
Furthermore, the fire becomes larger and larger 
if it is not extinguished; therefore, the area of 
the flame also varies. These properties are often 
utilized in the separation of the foreground (the 
flame) from the background in order to increase 
the reliability of the method.

In this section, the static characteristics of 
fires in the RGB color space to determine fire pix-
els in color images are deployed.

The RGB Color Space

The RGB color model [13] is based on a Car-
tesian coordinate system. The RGB model forms 
its gamut from the primary additive colors of red, 
green and blue. The combination of red, green and 
blue light in the same amounts forms white. Com-
puters generally display RGB images using 24-bit 
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color. In the 24-bit RGB color model, there are 256 
variations for each of the additive colors of red, 
green and blue. Therefore, there are 256 reds x 256 
greens x 256 blues = 16,777,216 possible colors in 
the 24-bit RGB color model. In this color model, 
colors are represented by varying intensities of red, 
green and blue light. The intensity of each of the 
red, green and blue components is represented on a 
scale from 0 to 255 with 0 being the least intensity 
to the maximum intensity of 255.

The RGB Color Space Based Algorithm

The most important step of the implementa-
tion is to train data so that a model is constructed. 
This model should be able to verify if there were 
flames in the input images data. The training data, 
including the threshold (upper-bounds and lower-
bounds) for the relationship of RGB values, were 
determined from the histograms of the region of 
interest (ROI) containing flame in each image. A 
dataset consisting of seventy images containing 
flames was utilized. Then, for this dataset, the 
ROI is determined and separated into three dif-
ferent color channels. Further, their histograms 
are studied in order to find the correlation among 
the RGB values and HSI values. The maximum, 
minimum, and mean values of each pixel of each 
color channel were observed. From the dataset, 
seventy sets of RGB were extracted. The histo-
grams from those images consisting of flames 

were investigated to find out if any patterns exist. 
Figure 1 shows an example of a set of histograms 
obtained by extracting the ROI over the flames.

𝑅𝑅(𝑥𝑥, 𝑦𝑦)  >  𝐺𝐺(𝑥𝑥, 𝑦𝑦)  >  𝐵𝐵(𝑥𝑥, 𝑦𝑦) (1)

where: (x,y) is the coordination of the pixel; R, G, 
B are the intensities of the pixel at loca-
tion (x,y) respectively. For a fire pixel, the 
red-channel pixel has a higher value than 
the green channel pixel and the green-
channel pixel value is greater than that of 
the blue channel. 

Furthermore, the red-channel value and the 
green-channel value of a fire pixel are greater 
than 190 and 90, respectively; in turn, the blue-
channel value of the same pixel is less than 140. 
This introduces the second condition:
𝑅𝑅(𝑥𝑥, 𝑦𝑦) > 190;  𝐺𝐺(𝑥𝑥, 𝑦𝑦) > 90;  𝐵𝐵(𝑥𝑥, 𝑦𝑦) < 140 (2)

However, fire-like colors are sometimes mis-
classified as fire, leading to false alarms. As men-
tioned previously, both luminance (intensity) and 
chrominance changes in direct proportion to illu-
mination. When a camera captures an image, the 
illumination it obtains from a flame is higher than 
that of a fire-like object, such as orange, rose, and 
red tiles. Therefore, the luminance and chromi-
nance of flame are higher than those of fire-like 
objects. In order to overcome this, chromaticity 

Fig. 1. Histograms of a region over the flame
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is deployed. As the RGB colors contain the lu-
minance and the chrominance of the pixels, it is 
desired to separate them. In order to accomplish 
this, two luminance and chrominance separation 
techniques are mentioned in the following sec-
tions. The third observed condition for classifying 
color-based fire should satisfy: 

0.10 ≤ 𝐺𝐺(𝑥𝑥, 𝑦𝑦)
𝑅𝑅(𝑥𝑥, 𝑦𝑦) +  1 ≤  1.0 

0.10 ≤ B(x, y)
R(x, y) +  1 ≤  0.85  

0.10 ≤ 𝐵𝐵(𝑥𝑥, 𝑦𝑦)
𝐺𝐺(𝑥𝑥, 𝑦𝑦) +  1 ≤  0.85  

 

 

 

(3)

Accordingly, the pixels in images that satisfy the 
three inequalities (1), (2), and (3), are considered fire 
pixels. The flowchart of the presented method based 
on the RGB color model is illustrated in Figure 2.

In this method, an image is the input. The image 
is then separated into three color channels, namely 
the Red channel, the Green channel, and the Blue 

channel. Next, every pixel of the image is scanned 
to verify if it is a candidate fire pixel. If the RGB val-
ues of the scanned pixel satisfy the three inequali-
ties, the pixel is classified as a fire pixel and labelled 
1; otherwise, it is labelled 0 and the next pixel (if 
any) is scanned. Then, the binary image is morpho-
logically processed to remove small objects and fill 
holes to improve the shape of the flame. Finally, 
once all the pixels of the image are scanned, if the 
number of detected fire pixels exceeds the thresh-
old, the fire alarm is activated. In this setting, the 
threshold of fire pixels was set to 50, as small blobs 
of fire can contain over 50 pixels. The purpose of 
setting this threshold is to reduce the number of false 
alarms due to fire-like colors and hence increase the 
reliability of the method.

Results of RGB Color Space Based Algorithm

In order to verify the method, one hundred 
and forty images were collected, seventy of 
which contain fires or flames, the remaining im-
ages do not contain fire, but some images contain 

Fig. 2. Flowchart of the proposed method based on the RGB color model
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fire-like colors. Each image was scanned using 
inequalities (1), (2), and (3) to determine if fire 
pixels exist in the image. Figure 3 shows fire 
pixel segmentations in the binary images when 
inequalities (1), (2) and (3) were applied. Figure 
3(a) shows the original image; Figure 3(b) shows 
the binary image, in which the pixels satisfying 
inequality (1) are mapped to white; Figure 3 (c) 
demonstrates the resulting binary image when 
rules (1) and (2) were applied to the original im-
age. The final image in Figure 3(d) is the result 
of the simultaneous application of rules (1)-(3), 
and morphological processing to segment fire 
pixels in the original image. The morphological 
processing removed objects with the number of 
pixels less than 50 and filled the other objects 
with additive pixels. It can be clearly seen that the 
more rules applied to the original image, the more 

similar the segmented flame to original flame. As 
can be seen from Figure 4, the dried leaves on the 
ground have a similar color to that of the flame; 
however, the image was not classified as a fire 
image because the three rules and morphological 
processing were unsatisfied. 

However, there were some cases in which the 
images containing no flame but fire-like colors 
can be segmented as fire, even though three rules 
were all applied. Figure 4 shows the results when 
rule (1), rules (1) + rule (2), rule (1) + rule (2) + 
rule (3) were applied, respectively. 

When the first set of images were tested, 
which contains seventy images of fire, 100% of 
the images were classified as fire. This means 
that the accuracy is 100%. However, when the 
algorithm was tested on the second set of data in-
cluding some images having fire-like colors, false 

Fig. 3. Fire pixel segmentation

Fig. 4. Fire pixel segmentation



Advances in Science and Technology Research Journal 2021, 15(3), 197–214

202

positive classifications appeared (false alarms), 
which accounted for approximately 27%. Af-
ter training the model, thirty other images with 
flames were randomly collected from the Internet 
and fed into the program for testing. All images 
were correctly classified.

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑎𝑎𝑐𝑐𝑎𝑎𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐 𝑝𝑝𝑎𝑎𝑐𝑐𝑝𝑝𝑝𝑝𝑎𝑎𝑐𝑐𝑝𝑝𝑐𝑐𝑝𝑝𝑝𝑝
# 𝑐𝑐𝑜𝑜 𝑝𝑝𝑖𝑖𝑎𝑎𝑖𝑖𝑐𝑐𝑝𝑝  ×  100% 

 

(4)

The RGB color model is very popular for color 
cameras, color monitors, and color images. From 
the results it might be thought that this method 
would offer extremely accurate results. However, 
it was observed that false alarms occur in 27% 
for the cases of fire-like colors. It was difficult to 
distinguish between the fire pixels and the fire-
like pixels in the RGB color model. One static 
characteristic that can assist in overcoming this 
problem is the luminance level of the pixel being 
considered. Unfortunately, the RGB color model 
represents both luminance and chrominance.

In order to obtain a higher accuracy, color and 
motion information can be combined. For instance, 
in order to distinguish between the fire pixels and 
fire-like pixels, the dynamic characteristics such as 
the motion, the changing area and other features of 
the flame region can be deployed to separate the 
foreground of the flame from the background. 

This approach did not mention smoke de-
tection. In many cases, fire in its early stages 
there may be no flames, but smoke is captured. 
Other criteria for smoke detection are needed 
due to the different color characteristics from 
those of the fire pixels.

The YCbCr Based Method

One of the primary color systems used to 
represent digital video component is the YCbCr 
color system. It represents color as the brightness 
and two-color difference signals, where Y is the 
luminance, Cb is blue minus luminance (B-Y) 
and Cr is red minus luminance (R-Y). Y is defined 
to have a nominal of 8-bit range of 16 to 235, but 
Cb and Cr have a nominal range of 16 to 240. 
An advantage of the YCbCr color system is sepa-
rating the luminance from the chrominance more 
effectively than other color systems. For this rea-
son, it is chosen to experiment its effectiveness on 
distinguishing fire pixels. 

The performance of the proposed algorithm 
using the YCbCr color system to distinguish the 
fire pixels is tested on the same datasets using 

for verifying the RGB color system, two sets of 
images, one of which contains fire regions and 
the other containing different images with some 
of having fire-like regions.

The YCbCr Color Space Based Algorithm

In order to classify a pixel as a fire pixel utiliz-
ing the YCbCr color system, Figure 5 shows the 
flow chart of the proposed algorithm. It is based 
on the characteristics of the YCbCr color system. 
This YCbCr based approach has been followed 
due to its simplicity, effectiveness and wide range 
of use. In order to classify a pixel as a fire pixel, 
there are three rules that have to be satisfied. If a 
pixel satisfies these three rules, then it is consid-
ered to be a fire pixel.

Rule 1: YCbCr Intensity Values

After analyzing the color channels of many 
fire pixels, it has been noticed that fire color pat-
terns have the Y values that are greater than the 

Fig. 5. Flowchart of the proposed method 
based on the YCbCr color model
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Cb, and Cr values that are greater than Cb. This can be observed from the histograms (Fig. 6) of Y, Cb 
and Cr of a fire region, respectively.

[11] observed this characteristic and mentioned that it was verified over countless experiments with 
images containing fire regions and formulated as the following rule: 

𝐹𝐹(𝑥𝑥, 𝑦𝑦) =  {1, 𝑖𝑖𝑖𝑖 𝑌𝑌(𝑥𝑥, 𝑦𝑦) ≥ 𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦) 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦)  ≥  𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦)
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝐶𝐶𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒  (5)

This can be considered as the first rule for detecting fire using the YCbCr color system. Fig. 7 shows 
the result of applying the first rule on some fire images from the considered dataset. 

The first rule of detecting fire pixels operates efficiently when the background of the scene is dark; 
however, it misclassifies in the cases where the scene’s background is bright.

Fig. 6. Histogram of fire region

Fig. 7. Results of applying the first rule

Rule 2: Di�erence between the Cb and 
Cr Components of Fire Pixels

It can be noticed from Figure 8, that there is 
a significant difference between the Cb and Cr 
components of fire pixels. The Cb component 
is mainly “black” while the Cr component is 
mainly “white”. This fact can be described as 
the following [7]: 

𝐹𝐹(𝑥𝑥, 𝑦𝑦) =  {1, if |Cb(x, y) −  𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦)| ≥  𝜏𝜏
0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (6)

Where the value of the threshold (𝜏) is ob-
served from the established receiver operating 
characteristics (ROC) curve. It is obtained by 
experimenting different values of 𝜏 ranging from 
1 to 100. The fire-pixel regions are manually 
segmented from each image. The true positive is 
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defined as the decision when an image contains a 
fire, and false positive is defined as the decision 
when an image contains no fire but is classified 
as having fire. According to the research con-
ducted by [7], the ROC curve consisted of 100 
data points corresponding to different 𝜏 values, 
the corresponding correct-detection and false-
alarm rates are computed and recorded. They 
determined the 𝜏 value to be 40 after carrying 
out the analysis on a set of 1000 images. [11] 

also applied the same method on 100 images and 
determined 𝜏 as being 70. In this work, different 
𝜏 values ranging from 40 to 90 are tested on 50 
images and it was observed that the best value 
for detecting the fire pixels was 70. 

By applying the difference between the Cb 
and Cr components of the fire pixels (thresh-
olding by 𝜏 = 70) on some images from the da-
taset, the result of detecting the fire pixels is 
shown in [11].

Fig. 8. Y, Cb and Cr channels

Fig. 9. Results of applying the first rule
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The thresholding rule is successful in detecting the fire pixels, but also misclassifies the fire-like 
pixels. That could result in increasing the false alarm rate in cases where no fire is present.

Rule 3: YCbCr Clusters

From the histogram analysis of fire regions, which are manually segmented, threshold values for the Y, 
Cb and Cr channels are defined. That has been accomplished by observing the histogram of thefire pixels 
for 50 images and recording the values of randomly selected fire pixels into a look-up table (Table 1). The 
look-up table was then converted into a graph and was divided into clusters (Fig. 10). After clustering, it 
can be observed that to consider a certain pixel as a fire pixel, it must have certain YCbCr value ranges 
for its pixels. The Y value was mostly less than 145 or greater than 170, the Cb was less than or equal 
to 120 and greater than or equal to 50, and the Cr channel had various values that were limited between 
120 and 220. This condition is formulated by: 

𝐹𝐹(𝑥𝑥, 𝑦𝑦) =  {
1, if Y(x, y) ≥ 170 | Y(x, y) < 145 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦) ≤ 120

𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦) ≥ 50 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦) > 120
𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦) < 220

0, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
 (7)

The result of applying that rule on some of 
the dataset images is shown in Figure 11. Al-
though it detects the fire-like pixels, it is effec-
tive in detecting the fire regions and especially 
the flame edges of fire regions. 

Results and Discussion of the YCbCr Algorithm

As it is unlikely to have a single pixel in an 
image to represent a fire region, for that a win-
dow of n-by-n pixels is used as a regulation 
to consider a certain region as a fire region. In 

Fig. 10. Clusters of Y, Cb and Cr

Fig. 11. Result of applying the third rule
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Table 1. Values of random Y, Cb and Cr pixels from 50 fire images
Y Cb Cr Y Cb Cr Y Cb Cr Y Cb Cr

138 58 196 160 51 182 126 97 183 186 56 164

144 54 193 182 47 166 137 97 185 189 50 157

137 69 199 196 64 147 208 88 148 175 53 172

129 63 202 202 86 140 214 88 144 175 51 171

135 62 200 204 99 142 209 44 145 124 66 201

144 57 194 203 68 152 142 66 190 118 69 192

127 76 206 145 69 194 145 75 191 175 73 172

175 55 171 175 49 167 108 87 185 131 91 187

187 71 163 143 70 195 202 75 134 208 68 147

201 70 152 128 70 203 203 61 143 207 65 149

165 68 179 108 75 201 163 69 162 207 70 146

158 70 183 129 64 204 133 70 198 172 68 174

203 50 151 157 69 185 128 66 201 158 60 184

206 49 148 177 47 171 131 69 204 209 71 147

204 50 150 192 30 159 122 68 196 188 61 147

214 63 142 213 49 144 131 66 198 158 78 175

207 73 149 140 62 196 119 71 206 140 71 189

180 67 167 123 67 210 125 69 204 140 62 185

184 72 165 142 91 175 129 72 203 198 68 153

176 71 171 145 71 193 224 84 133 177 91 168

166 69 178 216 49 142 224 83 135 138 66 184

187 71 163 175 53 171 189 103 156 145 81 191

221 81 136 195 71 153 224 97 136 137 98 178

200 68 139 145 64 192 215 103 143 140 95 179

175 58 171 202 54 152 198 85 152 129 63 198

134 140 136 103 93 184 203 81 150 136 70 193

202 70 150 134 100 184 208 90 147 128 64 196

145 69 194 125 91 190 178 56 168 160 75 180

205 50 150 114 71 202 169 61 169 134 83 200

150 68 187 211 65 145 207 50 148 127 82 203

123 66 201 177 81 167 135 84 192 144 67 193

122 81 210 147 86 191 153 93 188 142 79 191

121 86 206 202 91 152 142 95 191 215 65 142

207 59 148 161 91 169 137 97 174 181 98 167

214 58 143 137 96 172 127 65 189 200 87 150

140 83 180 208 77 147 133 69 196 127 82 203

135 69 193 215 54 135 129 81 206 144 67 193

123 86 191 208 25 145 145 67 194 142 79 191

143 79 185 215 65 142 135 76 195 215 65 142

223 83 132 208 34 145 157 63 185 181 98 167

185 80 164 143 85 189 139 57 191 200 87 150

186 88 164 209 81 147 201 36 153 139 57 191

131 83 189 143 85 189 217 51 141 223 83 132

184 70 165 218 53 140 217 51 140 185 80 164

194 56 158 211 63 146 133 69 196 215 65 152



207

Advances in Science and Technology Research Journal 2021, 15(3), 197–214

addition, by combining the three previously mentioned rules of detecting a fire pixel using YCbCr 
based system, Figure 12 and 13 illustrate the effect of each rule and the efficiency of all rules applied 
together on a certain image. 

In order to evaluate the performance of the proposed algorithm, the dataset comprising 70 images 
which contain fire regions and 70 images containing the images with no fire regions and fire-like regions, 
was employed. Table 2 presents the confusion matrix for the predictions of the proposed algorithm. 

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑎𝑎𝑐𝑐𝑎𝑎𝑎𝑎𝑐𝑐𝑎𝑎𝑐𝑐 𝑝𝑝𝑎𝑎𝑐𝑐𝑝𝑝𝑝𝑝𝑎𝑎𝑐𝑐𝑝𝑝𝑐𝑐𝑝𝑝𝑝𝑝
# 𝑐𝑐𝑜𝑜 𝑝𝑝𝑖𝑖𝑎𝑎𝑖𝑖𝑐𝑐𝑝𝑝  ×  100% =  120

140 ×  100% =  85.7% (8)

Fig. 12. Result of applying the rules

Fig. 13. Result of applying the rules

Table 2. Confusion matrix for the YCbCr proposed 
method

Fire No fire

Fire 70 0

No fire 20 50

The algorithm was able to detect 100% of 
the fire images in the provided dataset as con-
taining fire, but for non-fire images its accuracy 
was 71.4%. The result gives a good impression 
on using the proposed YCbCr based algorithm on 
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promoting the safety issues. On the other hand, it 
gives false alarms in almost 28.6% with respect 
to the investigated dataset which will also have 
effects on other sides, as the expenses of evacu-
ating. Moreover, it should be considered that the 
achieved accuracy included applying the algo-
rithm on indoor and outdoor data set images with 
different environmental and weather conditions. 
In addition, the accuracy was achieved by only 
applying three simple and efficient rules. That re-
quires less computation complexity which enables 
to use this algorithm in real-time fire detection.

The HSV Based Method

In this section, the details of detecting fire re-
gions based on HSV color model are presented. 
Figure 14 indicates the flow chart of the approach 

in which the input RGB image is firstly convert-
ed to HSV color space. Next, the color values of 
each pixel are checked according to three HSV 
decision rules. The pixels satisfying the deci-
sion rules are further checked by Gaussian mix-
ture model (GMM). Finally, some morphological 
postprocessing techniques are used on the detec-
tion result. The overall accuracy the dataset of the 
140 images is 85.7%. 

The Three Decision Rules of the HSV 
Color Space Based Algorithm

Among various color systems, HSV (Hue, 
Saturation, Value) color model is very suitable for 
human interpretation, since hue, saturation and 
values components are intimately related to the 
way in which human beings perceive color. Em-
pirically, the burning fire generally displays some 
obvious color features. For instance, the typical 
flame shows the white kernel, as well as red and 
yellow colors around the kernel.

On the basis of human interpretations of fire 
features, it is reasonable to assume that the flame 
color belongs to certain ranges of HSV compo-
nents. In order to obtain the threshold values to 
separate flame color, the histograms shown in Fig. 
15 were generated for fire pixels of HSV compo-
nents. It can be concluded from these histograms 
that the fire pixels usually take much lower H val-
ues, but relatively higher S and V values. After a 
lot of experiments, the following decision rules 
to segment fire by HSV color space were defined: 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 1: 0 ≤ 𝐻𝐻(𝑥𝑥,𝑦𝑦) ≤ 0.35 ∪ 3.0 ≤  𝐻𝐻(𝑥𝑥,𝑦𝑦) ≤ 3.14 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 2: 0.3 ≤ 𝑆𝑆(𝑥𝑥,𝑦𝑦) ≤ 1.0 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 3: 0.8 ≤ 𝑉𝑉(𝑥𝑥,𝑦𝑦) ≤ 1.0 
(9)

As shown in Figure 16, the above inequali-
ties are applied to generate some binary maps 
which indicate whether the pixel located at 

Fig. 14. Flowchart of the proposed method 
based on the HSV color model

Fig. 15. The fire pixels histograms
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spatial location (x, y) is classified as fire (binary 
value of 1) or non-fire (binary value of 0) pixel. 
Specially, Figure 16(a) is the input image of hay 
fire; Figure 16(b) shows the fire detection result 
after using Rule 1, which not only segments the 
fire region but also incorrectly takes the color of 
hay as the fire pixels. After combining Rule 1 
and Rule 2, the fire detection result provided in 
Figure 16(c) has been improved to some extent, 
although the result is still not satisfactory. When 
combining three decision rules together, a good 
visual result is obtained in Figure 16(d) in which 
almost all the fire regions in Figure 16(a) have 
been segmented correctly.

Although the above three decision rules 
show effectiveness in separating fire regions in 
some images, just using those simple inequalities 
tend to fail distinguish fire and objects with fire-
like colors. This is because those three decision 
rules only define rough color ranges for flame, 
and some other fire-like colors are included in 

those ranges as well. Figure 17(a) shows an im-
age with reddish color, while Figure 17(b) is the 
segmentation result using above three rules. Ap-
parently, all the fire-like colors in Figure (a) are 
mistakenly taken as fire regions. 

Gaussian Mixture Model Based Fire Detection

Since using only simple mathematical for-
mulations in HSV color space to differentiate be-
tween the fire and fire-like colors is impossible, 
it is necessary to explore more accurate fire color 
models to represent the fire pixels distribution. As 
shown in Figure 18, 1024 fire pixels segmented 
manually from fire images are plotted in 3D space. 
In order to more precisely represent the 3D shape 
of the point cloud in Figure 18, Gaussian mix-
ture model (GMM) is applied in this work, thus 
the pixel the color of which is within the range 
of GMM distribution model can be regarded as a 
candidate flame pixel. 

Fig. 16. Fire pixels segmentation

Fig. 17. Fire-like color detection using decision rules
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Gaussian Mixture Model

Assume there are M single Gaussian models that describe sampled fire pixels, and each single Gaussian 
model takes the proportion as ɑj(1 ≤ j ≤ M), the probability density function (p.d.f) of an observation xi belong-
ing to the defined GMM can be represented by the following equation: 

𝑝𝑝(𝑥𝑥𝑖𝑖) =  ∑ 𝑎𝑎𝑗𝑗𝑁𝑁𝑗𝑗(𝑥𝑥𝑖𝑖; 𝜇𝜇𝑗𝑗, 𝛴𝛴𝑗𝑗) 
𝑀𝑀

𝑗𝑗=1
 (10)

where: ɑj(1 ≤ j ≤ M) is the mixing parameter, Nj(xi; μj, Σj) is the jth single Gaussian model. 

They are expressed as: 

∑𝑎𝑎𝑗𝑗
𝑀𝑀

𝑗𝑗=1
= 1 (11)

𝑁𝑁𝑗𝑗(𝑥𝑥𝑖𝑖; 𝜇𝜇𝑗𝑗, 𝛴𝛴𝑗𝑗) =
1

√(2𝜋𝜋)𝑚𝑚|𝛴𝛴𝑗𝑗|
𝑒𝑒𝑥𝑥𝑒𝑒 [−1

2 (𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑗𝑗)
𝑇𝑇𝛴𝛴𝑗𝑗−1(𝑥𝑥 − 𝜇𝜇𝑗𝑗)] (12)

where: μj is the mathematical expectation of the jth model, Σj is the covariance of the jth model. In order 
to describe fire pixels distribution in 3D space by the GMM, the main premise is to ascertain the 
unknown parameters M, ɑj, μj, and Σj. The number (M) of single Gaussian models can be manu-
ally assigned or obtained by the trial-and-error method. In this work, eight single Gaussian mod-
els were chosen after multiple experiments. For the other three unknown parameters, they can be 
estimated by the expectation maximization (EM) algorithm discussed in the following section.

Estimating Parameters Using EM Algorithm

There are various approaches that can be used for determining the parameters of the GMM from a 
set of initial data Hirsch (2004). In this work, the expectation maximization (EM) algorithm is deployed 
for the GMM parameters estimation. 

Regarding to the GMM in equation (10), assume that θj = (ɑj, μj, Σj) and Φ = (θ1, ... θM)T, the log-
likelihood for the data set X = {xi |1 ≤ i ≤ N} is given by:

𝑙𝑙((𝑋𝑋|𝛷𝛷)) = 𝑙𝑙𝑙𝑙𝑙𝑙∏∑𝑎𝑎𝑗𝑗𝑁𝑁𝑗𝑗(𝑋𝑋; 𝜇𝜇𝑗𝑗, 𝛴𝛴𝑗𝑗) =∑𝑙𝑙𝑙𝑙𝑙𝑙∑𝑎𝑎𝑗𝑗𝑁𝑁𝑗𝑗
𝑀𝑀

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

𝑀𝑀

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1
(𝑥𝑥𝑖𝑖; 𝜇𝜇𝑗𝑗, 𝛴𝛴𝑗𝑗) (13)

Fig. 18. 3D point cloud of sampled fire pixels
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When the value of |l(X|Φ)− l(x|Φ)’ | is continually minimized, such that it is less than a threshold 
value ε, for example 10-5 the GMM is converged. However, the EM algorithm should start with some 
initial guess for the parameters of the GMM. In this work, initialization of the mathematical expectation  
μj0 and the covariance Σj0 of the model through K-means clustering method, and the mixing parameter 
ɑj0 was computed based on the clustering result. According to the initial guess for the GMM unknown 
parameters, the posterior probability for ɑj(1 ≤ j ≤ M) is computed as: 

 𝛽𝛽𝑗𝑗 = 𝐸𝐸 ((𝑎𝑎𝑗𝑗|𝑥𝑥𝑖𝑖; 𝛷𝛷)) =
𝑎𝑎𝑗𝑗𝑁𝑁𝑗𝑗(𝑥𝑥𝑖𝑖; 𝛷𝛷)

∑ 𝑎𝑎𝑗𝑗𝑁𝑁𝑗𝑗(𝑥𝑥𝑖𝑖; 𝛷𝛷)𝑀𝑀
𝑗𝑗

, 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁, 1 ≤ 𝑗𝑗 ≤ 𝑀𝑀 (14)

After computing the posterior probability βj, 
the values of parameters ɑj, μj, Σj are be updated by:

 𝑎𝑎𝑗𝑗
′ =

∑ 𝛽𝛽𝑖𝑖𝑗𝑗
𝑁𝑁
𝑖𝑖
𝑁𝑁  (15)

𝜇𝜇𝑗𝑗′ =
∑ 𝛽𝛽𝑖𝑖𝑗𝑗𝑥𝑥𝑖𝑖𝑁𝑁
𝑖𝑖=1
∑ 𝛽𝛽𝑖𝑖𝑗𝑗𝑁𝑁
𝑖𝑖=1

 (16)

𝛴𝛴𝑗𝑗′ =
∑ 𝛽𝛽𝑖𝑖𝑗𝑗(𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑗𝑗′ )(𝑥𝑥𝑖𝑖 − 𝜇𝜇𝑗𝑗′ )

𝑇𝑇𝑁𝑁
𝑖𝑖=1

∑ 𝛽𝛽𝑖𝑖𝑗𝑗𝑁𝑁
𝑖𝑖=1

 (17)

Using the updated parameters , the value of  
could be computed iteratively until the GMM is 
converged. Then, whether one pixel belongs to fire 
region of the image being processed can be deter-
mined by computation of its probability with (10).

Morphological Post-Processing

The approach of combining the HSV deci-
sion rules and the GMM works relatively well 
in distinguishing the fire and fire-like colors, 
but some issues still exist. For example, some 
isolated fire-like pixels may be still incorrect-
ly taken as the fire pixels (Figure 21(c)), and 
not all fire pixels are segmented from the im-
age (Figure 20(c)). In order to further enhance 
the algorithm, morphological processing tech-
niques are adopted to improve the fire detection 
results. Firstly, the number of the fire pixels in 
each connected component is calculated. Only 
when the number of pixels is greater than the 

predefined threshold like 20, can the compo-
nent be regarded as the fire region. In addition, 
morphological opening and closing operations 
can be utilized to fill some possibly existing 
holes in the detected fire regions.

HSV model Experimental Results

The HSV color space based fire detection 
mainly involves three parts: simple HSV color 
decision rules, GMM and morphological post-
processing. Before using GMM, manual segmen-
tation of fire samples and considering them as 
training data. As shown in Figure 20, 1024 fire 
pixels are applied to estimate the unknown pa-
rameters of the GMM by the EM algorithm. 

Figure 20 shows an example of fire detection 
using the proposed algorithm, in which Figure 
20(a) is the input fire image, Figure 20(b) is the 
detection result under three decision rules of 
HSV color model. Clearly, the detection result 
by the simple HSV color model is not satisfied, 
since a lot of fire-like pixels such as the color 
of smoke and red house are incorrectly taken as 
flames. Figure 20(c) indicates the fire regions 
detected by the HSV color model and GMM, 
while Figure 20(d) is the final result after the 
morphological post-processing. It can be seen 
that GMM is more robust in distinguishing fire 
and fire-like colors than the decision rules of 
the HSV color model. Especially, the relatively 
good result was obtained after filling holes in 
the fire regions. 

Fig. 19. Training samples segmented from real fire images
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Further examples of successful detecting non-
fire colors are shown in Figure 21, the original 
input image of Figure 21(a) contains the red and 
yellow color with high illumination, which has 
the high similarity with the fire color. Without 
doubt, the decision rules based on a simple HSV 
color model misclassifies many regions as the fire 
pixels which are shown as binary “1” in Figure 
21(b). Even worse, there are still some isolated 
pixels that are detected as the fire pixels by the 
trained GMM (Fig. 21(c)). After adding another 

constraint that the number of pixels in the fire 
regions should be greater than the predefined 
threshold, the correct classification result is suc-
cessfully gained, which is shown in Figure 21(d). 

During the simulations, the algorithm was tested 
on real-world images that are taken from a random 
selection on Internet. As previously mentioned for 
the RGB and YCbCr color models, the collected im-
ages were divided into two groups, namely the fire 
and non-fire group, and each group had 70 images. 
In the fire group, it consisted of different types of 

Fig. 20. Fire regions segmentation

Fig. 21. Fire-like colors segmentation
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fires such as forest fire and residential fire. Besides, 
the images were captured at day time or night time 
to evaluate the algorithm performance under differ-
ent lighting conditions. In the non-fire group, it con-
sisted of the objects with fire-like colors such as red 
trunk and sun. (Table 3) shows the detection results 
of our algorithm on the fire and non-fire images, in 
which the first column is the sequence numbers of 
images in each group, and the “1” in the other two 
columns means fire alarming, but “0” represents no 
fire in the detected image. 

As indicated by Table 3, the accuracies of the 
algorithm shown in (Table 4), in which the accu-
racy for fire group is much higher, 91.4%, and the 
accuracy for the non-fire group is relatively low-
er, 80.0%. The overall accuracy for both groups is 
85.7%. The relatively lower accuracy on non-fire 
images is mainly due to too many images in the 
non-fire group having fire-like colors.

CONCLUSIONS

This work presented three intelligent ap-
proaches to detect fires based on three different 
color models: RGB, YCbCr and HSV. The accura-
cy of approximately 86% was achieved by apply-
ing the three approaches to the data set consisting 
of 140 images, which had been captured indoor 
and outdoor under different environmental and 
weather conditions. In addition, each technique 
deployed three simple but efficient rules, which 
requires less computation complexity. These two 
advantages enable the algorithms to be used in 
real-time fire detection. The RGB and YCbCr 
methods were able to detect 100% of the cases on 
the fire image set. The HSV adopted the Gaussian 
mixture model (GMM). In turn, the expectation 
maximization (EM) algorithm presented the best 
results on the fire-free images by predicting 80% 

Table 3. The detection results on fire and non-fire images
Number Fire Non-Fire Number Fire Non-Fire Number Fire Non-Fire

1 1 0 25 1 0 49 1 1

2 1 1 26 1 0 50 1 0

3 1 0 27 1 0 51 1 1

4 1 1 28 1 1 52 1 0

5 1 0 29 1 0 53 1 0

6 1 0 30 1 0 54 1 0

7 1 0 31 1 0 55 1 0

8 1 1 32 1 0 56 1 0

9 1 1 33 1 0 57 1 0

10 1 0 34 1 1 58 1 0

11 0 0 35 1 0 59 1 0

12 1 0 36 1 0 60 1 0

13 0 0 37 1 0 61 1 0

14 1 1 38 1 0 62 1 0

15 1 0 39 1 0 63 1 0

16 1 0 40 1 0 64 1 0

17 1 0 41 1 0 65 1 0

18 1 1 42 1 0 66 1 0

19 1 0 43 0 0 67 0 0

20 1 1 44 1 0 68 1 0

21 1 1 45 1 0 69 1 0

22 1 1 46 1 0 70 1 0

23 1 1 47 1 0

24 0 0 48 0 0

Table 4. The accuracies of utilizing the HSV color model
Test data Correct detection Total number Accuracies

Fire group 64 70 91.4%

Non-Fire group 56 70 80.0%
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of the images without fire. There was a trade-off 
between the accuracy of detecting the fire regions 
precisely and the probability of detecting the fire-
like regions. In order to improve the reliability of 
the presented techniques, dynamic characteristics 
of flame such as flame motion and geometry are 
to be integrated in the future. 
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