
INTRODUCTION

Breast cancer is the most common cancer 
among women, and this type of cancer is also 
recognized as one of the major causes of death 
(Cuzick et al., 2020; Lei et al., 2021) (Patnaik, 
Byers, DiGuiseppi, Dabelea, & Denberg, 2011) 
(Oh et al., 2020). The occurrence of breast cancer 
is related to many factors (Yousefi et al., 2020). 
This cancer can be seen in different regions of 
the world with different effects and rates. Breast 
cancer is highly influenced by such factors as 
population structure, genetic predisposition, 
lifestyle, physical activity, smoking and alcohol 
use, dietary habits, and environment. This diver-
sity also affects mortality rates. Statistics show 
that breast cancer cases are on an increasing 

trend. Although health screenings and early di-
agnosis are considered an advantage in the treat-
ment process, the side effects and high cost of 
the treatments are its disadvantages.

The incidence for non-sick individuals at 
risk to develop breast cancer shows that breast 
cancer is the second most common cancer 
in the world and is the most common cancer 
among women.

The diagnosis of breast cancer is made via bi-
opsy by collecting tissue samples from the breast 
area by pathologists. Afterwards, these tissues are 
examined with a microscope, and the histopathol-
ogy images obtained from here are completed 
by the pathologists classifying them as cancer-
ous or non-cancerous images. Therefore, accu-
rate and reliable image interpretation emerges as 
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ABSTRACT 
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models for breast cancer diagnosis were carried out. In the study, it was concluded that successful results can be 
achieved with pre-trained DCNN models without extra time-consuming procedures such as feature extraction, as 
well as DCNN can perform quite successfully in cancer diagnosis and image comment.
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an important need in cancer diagnosis. Machine 
learning and deep learning methods based on im-
age data show promise in the interpretation of 
medical images. There are many studies in the 
literature regarding the computer-aided diagno-
sis of breast cancer. Kowal et al. (Kowal, Filip-
czuk, Obuchowicz, Korbicz, & Monczak, 2013) 
made automatic classification of images related 
to breast cancer. The study was planned in two 
stages, in the first stage, the foreground and back-
ground segmentation in the images with the adap-
tive threshold method, and in the second stage, 
the nucleus, red blood cells, and other features 
are distinguished. In the classification, 500 im-
ages were studied using three classifiers, Bayes, 
k-nearest neighbor (K-NN ), and decision trees 
(DT). In the approach proposed by Berbar (Ber-
bar, 2018), the wavelet-based contourlet method 
was used to classify the mammography images. 
In addition, entropy, energy, inverse difference 
method, and features have been extracted by basic 
statistical analysis. Many studies on breast cancer 
focus on the processing of images based on Ar-
tificial Neural Networks (ANN) (Hakkoum, Idri, 
& Abnane, 2021) (Rawal, Rawal, Shah, & Patel, 
2020) (Gupta, Vijay, Pahadiya, & Applications, 
2020). Again, the SVM method has been widely 
used in the literature for the classification of the 
breast cancer data (Singh & Kumar, 2020) (Liu et 
al., 2020) (Vrigazova, 2020). Some of the widely 
used methods for classifying the breast cancer im-
ages are the signal processing methods (Rasheed, 
Younis, Qadir, & Bilal, 2021) (Zhang & Li, 2020) 
(de Santana, Pereira, da Silva, & dos Santos, 
2021) (Bharti, Sahoo, Shukla, & Pradhan, 2020). 
Recently, the machine learning (ML) methods, 
which is used for classification and analysis, has 
begun to be widely used in breast cancer diagnosis 
(Vaka, Soni, & Reddy, 2020) (Binder et al., 2021) 
(Hou et al., 2020). 

The CNN methods used in the classification 
of images in breast cancer diagnosis give very 
successful results. The R-CNN, 3D - CNN, and 
MA-CNN methods have been used in recent 
years, (Agnes, Anitha, Pandian, & Peter, 2020) 
(Lei et al., 2021) (Desai & Shah, 2020).

The cancer diagnosis and classification stud-
ies mentioned above, with the exception of CNN, 
all require a feature extraction process. In the 
DCNN method, feature extraction is performed 
automatically. In studies conducted by design-
ing a CNN model from scratch, the number of 
data should be quite high and reliable. Therefore, 

applying the classical DCNN models, which have 
been designed and proven successful before, by 
using the transfer learning approach can be more 
effective, faster, and more convincing.

In this study, 5 classical DCNN models 
(Alexnet, Googlenet, Resnet18, Squeezenet, and 
Shufflenet) were used for breast cancer diagnosis 
and classification, using the transfer learning ap-
proach. In the study, quadruple classification as 
cancerous, normal, actionable and benign, as well 
as a dual classification and diagnostic study as 
‘actionable + cancer’ and ‘normal + benign’ were 
carried out. For this purpose, five different DCNN 
models have been implemented by changing and 
redesigning some layers, owing to the transfer 
learning approach. The motivation of the study is 
to prove that classical deep learning methods can 
be used in the diagnosis and classification of breast 
cancer by using the transfer learning approach and 
to shed light on the future studies in this field.

Obtaining and editing the data set

The data used in this study were obtained 
from the database published on the website of 
The Cancer Imaging Archive (TCIA) (Clark et 
al. 2013). Detailed information about the data 
and database can be found at https://www.can-
cerimagingarchive.net/collections/. The dataset 
consists of four categories of normal, actionable, 
biopsy-proven benign, and biopsy-proven cancer 
cases, and digital breast tomosynthesis images 
(Buda et al.2020). Two separate data sets were 
used for two separate classifications in the study. 
A total of 3592 computerized tomography (CT) 
images of 985 participants were obtained from 
the database. However, for the purpose of the 
study, only a limited part of these image data was 
selected as shown in Table 1 and used by crop-
ping and reducing the pixels. Table 1 presents the 
summaries of the data sets used in this study.

Architecture of the DCNN models

The classical DCNN models (Alexnet, 
Resnet18, Googlenet, Squeezenet, and Shufflenet) 
(Szegedy et al. 2015; He et al. 2016; Abhinav 
2018; Krizhevsky, et al. 2017; Zhang et al. 2018) 
were trained from scratch with a new dataset ow-
ing to the transfer learning method. The design, 
training, and testing processes of the DCNN mod-
els were carried out in MATLAB environment, 
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and the computer used was equipped with NVID-
IA GeForce 940MX, 6040 MB GPU.

Convolution Layer

In the convolution layer, the input matrix “A” 
is filtered with a smaller filter matrix of size nk 
×nk (kernel). Stride (s) is the step of shifting the 
filter matrix. “B” is the output matrix obtained as 
a result of the convolution (Michelucci 2019).

𝐵𝐵𝑖𝑖𝑖𝑖 = (𝐴𝐴 ∗ 𝐾𝐾)𝑖𝑖𝑖𝑖 = ∑ ∑ 𝐴𝐴𝑖𝑖+𝑓𝑓,𝑖𝑖+ℎ𝐾𝐾𝑖𝑖+𝑓𝑓,𝑖𝑖+ℎ
𝑛𝑛𝐾𝐾−1

ℎ=0

𝑛𝑛𝐾𝐾−1

𝑓𝑓=0
 (1)

where: K is the filter matrix, A is the input, and 
B is the output matrix. The “padding” (p) 
number is the coefficient used to bring the 
smaller matrix to its original size after fil-
tering. Taking into account the number P, 
the output matrix B can be expressed as 
follows (Michelucci 2019).

𝑛𝑛𝐵𝐵 =  ⌊𝑛𝑛𝐴𝐴 + 2𝑝𝑝 − 𝑛𝑛𝐾𝐾
𝑠𝑠 + 1⌋ (2)

Classification and Softmax Layer 

The classification layer is the last layer connect-
ed after the softmax layer in a DCNN architecture, 
and the cross-entropy loss is calculated in this layer.

𝑦𝑦𝑟𝑟(𝑥𝑥) =
exp(𝑎𝑎𝑟𝑟(𝑥𝑥))

∑ exp (𝑎𝑎𝑗𝑗(𝑥𝑥))𝑘𝑘
𝑗𝑗=1

 (3)

The softmax function produces outputs be-
tween [0, 1] that show the probability of each 
given input belonging to a class (Bishop 2006). 
In Equation 3, ar indicates the conditional prob-
ability of the sample belonging to the class r.

Transfer Learning

“Transfer learning” is a technique that al-
lows retraining and using a trained DCNN 

Table 1. Summary of the data sets

Datasets Class
Number Groups Size Total

Size

Data1

1 Cancer 50

200
2 Benign 50

3 Actionable 50

4 Normal 50

Data2
1 Cancer+Actionable (CA) 100

2 Normal+Benign (NB) 100

Table 2. Structural information for all DCNN models
DCNN Models Alexnet Googlenet Squeezenet Resnet18 Shufflenet

Input Image Size 227x227 224x224 227x227 224x224 224x224

Number of 
Convolution
Layer

5 57 26 20 49

Number of Pooling 3 14 4 2 4

Number of Fully 
Connected 3 1 - 1 1

Number of 
Dropouts 2 1 1 - -

Number of 
Normalization 2 2 - 20 49

Number Of 
Activation Function 
(ReLu) 7 57 26 17 33

Total Number of All 
Layers 25 144 68 72 136

Rearranged 
Layers via 
Transfer Learning

Classification, 
Softmax and Last 
Fully Connected

Classification,
Softmax and Last 
Fully Connected

Classification,
and Last 

Convolution

Classification,
Softmax and Last 
Fully Connected

Classification,
Softmax and Last 
Fully Connected
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model for another task. In order to retrain and 
test the DCNN models with the transfer learn-
ing method, some layers have been removed 
and replaced with new layers to perform binary 
classification (Cancer + Actionable and Benign 
+ Normal) and quadruple classification (Cancer, 
Actionable, Benign, and Normal). Table 2 shows 
the arrangements made for each model. 

In each DCNN, each convolution layer is con-
nected to the rectified linear unit (ReLU) activa-
tion function. In the study, the learning rate of the 
new layers used in DCNN models was slightly in-
creased in order for them to adapt to new models 
quickly and to achieve rapid learning. The learn-
ing rate of the old layers was not changed.

Training and testing of the DCNN models

The study was tested with a fivefold cross-val-
idation technique and shows the highest test result 
obtained, because all test results were very close to 
each other. The hyper parameters for training and 
testing are shown in Table 3. Training and testing 
continue until the loss reaches its minimum value.

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 =  − ∑ ∑ 𝑡𝑡𝑖𝑖𝑖𝑖ln 𝑦𝑦𝑖𝑖𝑖𝑖

𝐾𝐾

𝑖𝑖=1

𝑁𝑁

𝑖𝑖=1
 (4)

In the loss equation (4), N is the number of 
samples, K is the number of classes and tij is the 
sample i in the j class, and yij is the output for 
sample j class i (Bishop 2006).

RESULTS 

The main purpose of this study was to form 
and test the DCNN models for diagnosis of breast 
cancer. In the time allocated for this study, a total 
of five DCNN models were applied. The results 
obtained in this study are shown in Table 4. As a 
result of training and testing with Data 1, the qua-
druple classification (cancer, benign, normal and 
actionable) was realized. It is understood from Ta-
ble 4 that the highest accuracy rate was achieved 
with Alexnet and Squeezenet as a result of the test 
performed with Data 1. The accuracy rates range 
from 66 to 76% in test results with Data 1. From 
Table 4, when the binary classification (cancer + 
actionable, benign+normal) results with Data 2 
are examined, it can be said that Resnet-18 has 
reached the highest accuracy rate and Squeezenet 
has reached the lowest accuracy rate. 

The same results can be observed from the 
confusion matrices in Table 5 and 6. The con-
fusion matrix obtained with Data 1 is shown in 
Table 5, including both models. It is seen that 
success has been achieved with all methods 
in “Actionable” and “Normal” predictions in 
quadruple classification. 

The confusion matrices obtained for Data 2 is 
given in Table 6 According to the confusion ma-
trix obtained with Data 2, the model that the most 
correctly predicts the goal is Resnet-18. 

Accuracy and loss curves obtained with Data 
1 are given in Figure 1 and Figure 2 respectively. 

Table 3. The hyperparameters of the DCNN models
Maximum epoch 30

Maximum iteration 90

Iteration per epoch 3

Validation Frequency 5 Iteration

Initial learning rate 0.001

Mini batch size 50

Learning rate schedule Constant

Table 4. Accuracy and loss results with all the DCNN models

DCNN Models
Training Testing

Time Elapsed
(hh:mm:ss) Data SetsAccuracy 

(%) Loss Accuracy 
(%) Loss Num. 

Corrects

Alexnet 100.00 0.0150 75.00 1.2173 36 00:00:31
Data 1

(Quad)

Googlenet 100.00 0.0202 68.75 1.0380 33 00:01:19

Resnet18 100.00 0.0072 72.92 0.8614 35 00:00:54

Squeezenet 100.00 0.0142 75.00 1.0408 36 00:00:45

Shufflenet 100.00 0.0066 64.58 0.7668 32 00:01:11

Alexnet 100.00 0.0235 82.00 0.9551 41 00:00:24
Data 2

(Binary)

Googlenet 100.00 0.0362 78.00 9.4595 39 00:01:23

Resnet18 100.00 0.0041 86.00 0.3933 43 00:00:54

Squeezenet 98.00 0.0498 66.00 1.0415 33 00:01:04
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It is possible to understand which method is more 
successful from these curves and make compari-
sons with each other. In Figure 1, it is clear that 
all methods achieve very close results and their 
accuracy rates are between 66-76%. In Figure 2, 
in terms of loss, it can be said that Shufflenet is 
closer to zero and more successful.

Test (validation) graphics can be used to see 
the results obtained from the study in a more con-
crete way. From figure 3, as a result of the binary 
classification made with Data 2, the process can 
be observed which method approximates most to 
100%. As can be seen from the graphs shown in 
Figure 3, with 86% of accuracy rate of Resnet-18 

Table 5. Confusion matrixes for Data 1 (quad. classification)

Models

Confusion matrix for Data 1

 

Predicted class

Actionable Benign Cancer Nromal

Alexnet

True class

Actionable

9 2 1

Googlenet 11 1

Resnet-18 11 1

Squeezenet 11 1

Shufflenet 11 1

Alexnet

Benign

- 11 1

Googlenet 1 4 5 2

Resnet-18 2 6 4

Squeezenet 6 5 1

Shufflenet 1 8 2 1

Alexnet

Cancer

3 3 6

Googlenet 3 2 6 1

Resnet-18 2 4 6

Squeezenet 3 2 7

Shufflenet 4 4 3 1

Alexnet

Normal

1 1 10

Googlenet 12

Resnet-18 12

Squeezenet 12

Shufflenet 2 10

Table 6. Confusion matrixes for Data 2. AC:Actionable+Cancer; BN: Benign+Normal

Models  

Predicted class

AC BN

Alexnet

True class

AC

17 8

Googlenet 16 9

Resnet-18 23 2

Squeezenet 16 9

Shufflenet 17 8

Alexnet

BN

1 24

Googlenet 2 23

Resnet-18 5 20

Squeezenet 8 17

Shufflenet 7 18
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Fig. 1. Quadruple classification accuracy results with Data 1

Fig. 2. Quadruple classification loss curves with Data 1

Fig. 3. Binary classification accuracy results with Data 2

Fig. 4. Binary classification loss curves with Data 2
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also has the highest accuracy rate, this process 
can be provided from the loss curve in Figure 4. 
Among the loss curves in Figure 4, all curves are 
very close to zero and each other.

CONCLUSİONS AND FUTURE DİRECTİON

In this study, a total of five classical pre-trained 
models were applied for the same purpose, with 
the help of the transfer learning approach, which 
has been previously used in many scientific stud-
ies and for many purposes. Therefore, five models 
were implemented to reach the target in the study. 
In this study, in order to interpret the scainer images 
and support to early diagnosis of the breast cancer, 
in addition to binary classification, quadruple clas-
sification was made. Two data sets were performed 
for this and five DCNN models were individually 
trained and tested with these two data sets. Since 
all models have applicability, the authors think that 
whatever model achieves the highest success is 
also the success of this research project. Because 
all DCNN models in this research project are de-
signed and implemented for the same purpose. In 
this respect, the training and test results performed 
with computational tomography images can be 
evaluated separately for each data set. 

In the applications made with the Data 2, ap-
proximately 86% accuracy rate was obtained. In 
other words, the diagnosis/prediction of the breast 
cancer and actionable tumor was made with accu-
racy rate of 86% with Resnet-18 DCNN model. In 
the classification application with Data 1, the data 
set was made suitable for the quadruple classifi-
cation. As a result of the testing, it was possible 
to accurately predict cancer with an accuracy rate 
of approximately 75%. If it is necessary to make a 
general evaluation for the results of the this study, 
it is seen that the training accuracy rate and the test 
accuracy rates are not very close to each other espe-
cially for the quadruple classification. Conversely, 
for binary classification especially for Resnet-18, 
thee accuracy rate is very close to training rate. 
This indicates that the deep convolutional neural 
networks designed and implemented for this term 
are strong enough to diagnose and classify breast 
cancer based on image data.

In this study, the DL method was applied effec-
tively. It can be observed that the pre-trained mod-
els are successful in terms of accuracy. Convolution 
and other hidden layers in the DCNN models are 
strong enough to automatically detect and classify 

the breast cancer CT image dataset. The DL method 
often requires a large amount of data for training. 
By using a sufficient number of image data, the re-
liability of the study was increased and using the 
fine tuning of the pre-trained DCNN models, it was 
possible to achieve about 86% of accuracy. 

The system investigated in this research 
project is deep convolutional neural networks 
models that are performed for the diagnosis of 
breast cancer, based on image data only, with-
out the need for any processing such as feature 
extraction from CT images. 
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