
INTRODUCTION

In recent times, the approaches that are based 
on the biometrics system have been materialized 
for the purpose of recognizing individuals. The ap-
proaches monitor the individual’s rational and be-
havioral features in order to specify that particular 
identity for the authentication process and to pro-
vide them with the access to the database by enter-
ing passwords, security codes, smart access cards, 
visa, etc.; however, these kinds of technologies 
cannot be secured by passcodes and the pin codes 
can be stolen, disremembered, or guesstimated 
easily [1]. On the other hand, smart access cards 
can be lost, or can become hard to read for the sys-
tems. Nevertheless, biometric technologies of indi-
viduals cannot be mislaid, copied, or counterfeited. 

Face recognition is the most authentic and less 
obtrusive technique that can be very swift if we 

compare it to other technologies such as finger and 
signature recognitions. Despite the swift advance-
ment in image processing techniques, there are 
still uncontrollable issues in face recognition. The 
decision can be made on fundamental concepts, 
for example, the distances or similarities towards 
the reference patterns. According to the problem 
of face detection and face recognition, the prob-
lems of face recognition are frequently confused. 

The goal of this research was to choose the 
best possible approach to the identification of 
images from a collection of approaches selected. 
The images based on the open-source face im-
age dataset are recognized by each algorithm. 
The algorithm processes all images and trans-
forms them into the appropriate formats and 
then acknowledges the images, which are subse-
quently evaluated by comparing the results with 
the original data set.
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ABSTRACT
The problem of a facial biometrics system was discussed in this research, in which different classifiers were used 
within the framework of face recognition. Different similarity measures exist to solve the performance of fa-
cial recognition problems. Here, four machine learning approaches were considered, namely, K-nearest neighbor 
(KNN), Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), and Principal Component Analysis 
(PCA). The usefulness of multiple classification systems was also seen and evaluated in terms of their ability to 
correctly classify a face. A combination of multiple algorithms such as PCA+1NN, LDA+1NN, PCA+ LDA+1NN, 
SVM, and SVM+PCA was used. All of them performed with exceptional values of above 90% but PCA+LDA+1N 
scored the highest average accuracy, i.e. 98%.
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Independent factor analysis 
based on face recognition

Many face recognition algorithms are cur-
rently working on face representation that oper-
ates on unsupervised statistical approaches to 
machine learning. These techniques find a set of 
foundation images and define the faces as a linear 
combination of those images [2]. 

Principal Component Analysis (PCA) is a 
well-known example of such methods. The foun-
dation images identified by PCA are most reliant 
on the pair relationships in the image database 
between pixels. In particular, for example, face 
recognition in this particular work, where the key 
records can be stored in high-order relationships 
between pixels, it seems logical to expect better 
foundation images to be determined by the meth-
ods responsive to these excessive order statistics. 
Independent Component Analysis, a generaliza-
tion of PCA [3], is one such method.

Maintaining the Integrity of the Specifications

Eigen space-based face recognition is defi-
nitely one of the most successful methodologies 
in digital images for the computational recogni-
tion of faces [4]. Many Eigenspace-based facial 
recognition approaches have been proposed in 
conjunction with the Eigenface Algorithm. This 
research aims to provide independent com-
parative analysis between a variety of primary 
methods focused on Eigenspace. We assume 
that these partial studies are important, because 
comparisons are typically carried out by using 
the study categories of the implementations 
proposed by each methodology, which does not 
completely observe the matched working con-
ditions for the algorithms. Quite commonly, a 
completion is carried out between the research 
capabilities as the contrast between techniques 
is instead carried out.

Elastic Bunch Graph Matching 

One of the well-known techniques proposed 
for face recognition is elastic bunch graph match-
ing. We propose various extensions to Elastic 
Bunch Graph Matching and its latest Landmark 
Model Matching variation in the achievements of 
this paper. In order to find the landmarks (facial 
feature factors), Landmark Model Matching, pri-
marily based entirely on Gabor wavelets for char-
acteristic extraction, is employed [5].

We show that the combination of grey-level 
profiles with Gabor wavelet features for feature 
extraction can be improved. In addition, with the 
beneficial resource of hybridizing Gabor wavelet, 
we achieve enhanced recognition rates with the 
Eigenface characteristics defined through Princi-
pal Component Analysis, which can provide the 
knowledge keeping in the entire face look [5, 6].

FACE RECOGNITION APPROACHES

There are many crucial techniques to the face 
recognition problem. These include Template 
matching, Fisher-faces, Feature-based, Appear-
ance-based, and Mixed-based, etc. some of them 
are explained below. several distinct algorithms 
related to face recognition were created.

Feature-based

In this group, the feature-based approach, the 
faces are fragmented into different pieces that can 
be evaluated separately. Normally in this section, it 
comprehends the identification procedure of local 
features of the face, for example, nose, mouth, and 
eyes [21], In many different ways, this type of fea-
tures could be analyzed, by implementing the sim-
plest computation techniques or more innovative 
template matching. In early times, these approach-
es used a collection of geometric feature points to 
compute and compare the distances and angles ac-
cordingly to an actual face. In 2002, a researcher 
used twenty-eight different points of the face from 
the manually selected two-dimensional images, to 
characterize the face [22]. The method was report-
ed accurately by their results for face recognition 
that all belong to the same pose positionings [7].

Appearance-based

There are many machine learning approaches 
and algorithms, as it is indicated above. We are 
able to use any algorithm for the process of object 
recognition. Many of them, however, are help-
ful and efficient for the use of the Fisher face al-
gorithm, such as Principal Component Analysis 
using Eigenfaces, Linear Discriminant Analysis, 
and Elastic Bunch Graph. 

Algorithms

The application of different machine learning 
approaches to the problems in face recognition 
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was investigated. For supervised learning face 
recognition methods (classifiers), the following 
were considered: Linear discriminant analysis 
1-nearest Neighbor, Support Vector Machine, 
and Principal Component Analysis. The overall 
performance of several more than one classifier 
structure was also tested and evaluated in terms of 
their capability to properly classifying. It is also 
possible to design the template-based methods 
using statistical approaches such as SVM, PCA, 
LDA, Kernel approaches or Trace Transforms. In 
turn the approaches which are designed based on 
geometric functionalities are feature-based tech-
niques that analyze adjacent facial-features and 
their geometric relationships. It is likewise re-
ferred to as a feature-based approach. A classifier 
ensemble is generated with the aid of multiple-
training learnings for the same assignment after 
which combining their predictions as verified lat-
er inside the study. There are many ways in which 
the ensembles may be generated with the ensuing 
output from every classifier then blended to clas-
sify new instances. In this way, we can evaluate 
both the dataset and the performance of the strate-
gies used for prediction [8]. 

K-Fold cross-validation technique

In order to improve the accuracy, Cross-vali-
dation is a fitted technique to be used. It is a statis-
tical process that can be utilized for estimating the 
aptitude of machine learning models. It constitutes 
a very popular method for applied machine learn-
ing when comparing and choosing a model for a 
given problem of prognostic modeling, because it 
is simple and can be easily implemented, yields 
the estimates of abilities that have a remittent bias 
unremarkably than other distinct approaches. In 
a resampling process that is used to analyze the 
machine learning approaches on a small record 
set, the cross-validation method is counted [9]. 
It is a commonly used technique because it is 
straightforward in understanding and because its 
outcomes can usually be less biased than those ob-
tained from other alternative approaches. It con-
stitutes a very straightforward “train”/“test” split.

PRINCIPAL COMPONENT ANALYSIS 

The Principal Component Analysis (expan-
sion of Karhunen-Loeve) is an appropriate related 
face recognition approach, since it distinguishes 

the variability between human faces, which may 
not be instantly apparent. PCA does not under-
take to categorize faces by means of familiar geo-
metrical differentiation, such as the width of an 
eyebrow or the length of the nose. Instead, the use 
of PCA has been studied by a tough and short face 
to see that ‘variables’ account for the variation of 
faces [10]. The value of describing the variance-
covariance composition through certain linear 
combinations of the originally constructed vari-
ables is understood to be PCA. Due to the promi-
nent power, PCA is capable of reducing and inter-
preting data [10]. For example, if an area contains 
a face area of 100×100 pixels, it will turn out to 
be perfectly defined by merely 40 eigen values. In 
each image, each individual value reveals the im-
portance of each Eigenface. In addition, the entire 
perception (i.e. recognition) process can currently 
be accomplished by using only 40 eigenvalues 
to represent a face rather than manipulating the 
10000 values found in a 100×100 image. Figure 1 
demonstrates how the face recognition using the 
Principal Component Analysis approach works.

Linear Discriminant Analysis 

Both PCA and ICA use many facial class fig-
ures. An important approach is used by Linear 
Discriminant Analysis to explain the-face-vec-
tor-spaces (Fig. 2). This differentiates people’s 
names, but recognizes the faces of the same 
people [11, 12]. 

 
Fig. 1. Face recognition using PCA approach
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Support Vector Machine 

In 1992, Boser, Guyon, and Vapnik intro-
duced the first Support Vector Machine to COLT-
922. SVM is an approach that is widely used in 
machine learning. A very useful technique that 
is used in both classification problems and for 
regression problems [13÷15]. The wide use of 
SVM in classification issues shown in Figure 3. 
In our case, each data object was plotted consid-
ering a point in the n-dimensional region (where 
n is considered to be the large range of its char-
acteristics you have) being the value of each 
characteristic, it is important to be the value of 
an individual coordinate. Afterwards, by seeking 
the hyper-plane that separates the 2 classes, we 

begin to carry out classification. Support Vector 
machines are simply individual observation coor-
dinates. Most commonly, Support vectors are the 
frontier that does the segregation of the 2 classes 
very well (hyperplane/line).

Nearest Neighbor Algorithm 

The 1-nearest neighbor algorithm in pattern 
recognition is a non-parametric approach used 
for regression and classification. The input con-
sists of the nearest k training examples within the 
feature-space in each case. If 1-NN is used for 
classification or regression, the output depends on 
it [16]. The output is a class membership while 
using k-NN classification. An item is catego-
rized by a plurality vote of its nearest neighbor, 
and alongside the object that is designated to the 
class most usual amongst its 1-nearest neighbors 
(where 1 is a positive integer, generally small). If 
k = 1, then the object is without a doubt assigned 
that alone nearest neighbor. In 1-NN regression, 
the term output is an attributed value for that spe-
cific object. This particular value is the average 
of the values of 1-nearest neighbor. 1-NN is a 
form of instance-based learning-method, or lazy 
learning method, where the function is uniquely 
approached localized and all the computations 
are differing till classification. Here, both clas-
sification and regression, constitute beneficial 
approaches that may be designate weights to the 
contributions of their neighbors; therefore, the 
contribution of nearest neighbor needed to pro-
vide more than averagely used. For instance, an 
average weighting scheme is composed of con-
tributing each neighbor a weight of one/d, where 
d is called the distance to its neighbor.

Data set

This directory includes a collection of faces 
taken at the Olivetti Research Laboratory in Cam-
bridge, UK, between April 1992 and April 1994 
[19]. The data set is an open set. The directory 
also consists of 10 different images of 40 dis-
tinctive subjects. Some of the images have been 
taken at different time-frame for some specific 
subjects, varying lighting slightly, facial expres-
sions (for example, in different poses with open 
or closed eyes, smiling and non-smiling faces), 
and facial details (wearing glasses and without 
glasses). All the images are taken on a dark ho-
mogeneous background, and the subjects are in 

 
Fig. 2. Face recognition using LDA approach

 
Fig. 3. SVM class dividing boundry
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an upright place, frontal position with tolerance 
for some side movement [9, 17]. These images 
can be viewed with the ‘xv’ program which is 
very handy and the format of all these images is 
in the PGM, each image-file is 92x112 size, 8-bit 
grey levels, and all these images are structured in 
40 directories (one for each subject) named as sX 
where X shows the subject number (between 1 
and 40). In each directory there are 10 different 
images of the selected subject.

Purpose system

In the diagram (Fig. 4) 5 cases are shown to 
present our comparison. The common feature for 
all is that the dataset has been fed to K-fold algo-
rithm to shuffle the images and increase its com-
plexity. K-fold here shuffles the images and then 
split them in 5 different batches. Here, a single 
batch becomes a single fold, which is an input to a 
selected algorithm. Each fold has a set of training 
data and testing data, against which an accuracy 
value of algorithm is calculated. If there are 5 
folds, this means the algorithm will receive input 
data 5 times from 5 different batches (folds) and 
accuracy is compounded. In the end, an average 
accuracy is calculated by summing 5 values of ac-
curacy and dividing them by 5. 

The first one is PCA+1NN. The train and test 
data have been fed to the PCA. PCA calculates 
the 70 strongest features (columns), which has 

highest correlation between them. These features 
go to the nearest neighbor algorithm with a fixed 
parameter of finding 1st nearest neighbor. The 
1NN algorithm first decides the label for the im-
ages by checking how close an image is to a cer-
tain label. Then, it compares its prediction with 
the original label to formulate accuracy. This 
process is performed 5 times, as the folds are set 
to be 5 and an average accuracy is calculated at 
the end of execution. 

The second one on the list is LDA+1NN. LDA 
has been fed with training and testing data. Simi-
lar to PCA, it also fetches 70 strongest features 
among the data, but in contrast to PCA, LDA at-
tempts to find a feature subspace that maximizes 
class separability. These features go to nearest 
neighbor algorithm with a fixed parameter of 
finding 1st nearest neighbor. The 1NN algorithm 
first decides the label for the images by checking 
how close an image is to a certain label. Then, it 
compares its prediction with the original label to 
formulate accuracy. This process is carried out 5 
times, as the folds are set to be 5 and an average 
accuracy is calculated at the end of execution.

PCA+LDA+1NN, first data has been given 
to PCA to obtain 70 strongest features, and then 
those processed features are fed to LDA. It fetches 
25 strongest features among the 70 features from 
PCA. These 25 features go to nearest neighbor 
algorithm with a fixed parameter of finding 1st 
nearest neighbor. The 1NN algorithm first decides 

 
Fig. 4. Purpose system
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the label for the images by checking how close an 
image is to a certain label. Then, it compares its 
prediction with the original label to formulate ac-
curacy. This process is performed 5 times, as the 
folds are set to be 5 and an average accuracy is 
calculated at the end of execution.

Support Vector Machine has been popularly 
used for classification problems as a supervised 
learning algorithm. It takes training data to train, 
forms a hyper-plane to differentiate among class-
es and then maximizes on the margins of the 
plane from the values. After training, it predicts 
the testing data for classification. Accuracy is 
compounded for each fold and in the end we ob-
tain an average accuracy from each fold. 

Train and test data were fed to the PCA first. 
PCA calculates the 70 strongest features (col-
umns), which have the highest correlation be-
tween them. Then, the output from PCA goes 
to SVM for training and classification. After the 

SVM model has been trained, a test data set is 
given to SVM to predict the class of the images. 
The accurately classified images are then con-
sidered for accuracy from each fold. These com-
pounded accuracies are then used to calculate 
the average accuracy.

Results 

The results show that all the combinations of 
algorithms seem to perform very well on this da-
taset, but eventually LDA+PCA+1NN had better 
results (Fig. 5 and 6). If we perform comparison 
between PCA and LDA which are quite similar 
approach, they have individually given almost 
the same results (Fig. 7). This is due to same 
linear transformation mechanism, but LDA does 
maximum class separation by taking it to another 
axis. That causes it return a slight better result. 
Combining these two improves the score because 

 
Fig. 5. PCA+1NN accuracy graph

 
Fig. 6. LDA+1NN accuracy graph

 
Fig. 7. PCA+LDA+1NN accuracy graph

 
Fig. 8. SVM accuracy graph
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PCA obtains 70 most important features and 
those features are filtered out using LDA which 
take another 25 out of it. This makes a filtering 
effect, which makes better training and hence 
better results. SVM, on the other hand, uses the 
classification mechanism, separating by a hyper-
plane to distinguish two classes (Fig. 8). The re-
sults are very interesting, but considering it for 
small dataset it worked better. If the dataset was 
larger, it might not have performed in the similar 
fashion. Combining PCA and SVM would have 
shown better results, as they targeted features to 
train, but it lagged (Fig. 9). Some obvious rea-
sons could be that the PCA features would not 
reconcile with original dataset features in terms 
of learning for SVM (Fig. 10). The average ac-
curacy of different classifiers with 5-fold cross-
validation was shown in Table 1.

CONCLUSION

This research has compared various image 
recognition algorithms on a given data set and the 
accuracy rate has been obtained on various folds. 
The data set contain images with certain variation 
like light or no light, glasses or without glasses or 
a photo with a smile or without a smile. The algo-
rithm has achieved different accuracy rates on the 
given data set with respect to different folds. The 
accuracy rate has been compared and analyzed in 
the results section. It is clear from the graphs and 

result tables that greater accuracy is obtained with 
the use of PCA, LDA and INN, as compared with 
all other used classifiers (98%). 
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